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Section 1

Introduction

The is the final technical report for a basic research effort entitled "Smart Filter Design"
performed by the Applied Physics Division of the University of Dayton Research Institute
(UDRI) during the period from September 1987 to April 1990. The effort was sponsored
by the U.S. Air Force Rome Air Development Center, Cambridge Research Laboratories
(RADC/ESO). Dr. Joseph Homer was the Air Force program manager.

The central theme of the effort was the investigation of the ternary phase-amplitude
filter (TPAF) correlation filter concept, which was proposed as a practically imple-
mentable improvement of the binary phase-only filter (BPOF) that had superior discrim-
ination properties. The effort included both experimental work to demonstrate practical
implementation of TPAFs using existing spatial light modulators (SLMs) and analysis
and simulation to investigate the performance and design of smart TPAFs. Excellent
results were obtained in all areas of investigation including the following:

" Analytical aid matching experimental demonstrations of improved correlation dis-
crimination using TPAF formulations.

* Experimental implementation of TPAFs using magneto-optic SLMs.

" Development of two effective TPAF smart filter formulations.

" Experimental demonstration of "metric sort" smart filters applied to a challenging
target recognition problem with results in good agreement with simulation predic-
tions.

The Smart Filter Design effort was augmented in May 1989 to include the investiga-
tion of neural network approaches to correlation filter adaptation and synthesis in added
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effort sponsored both by RADC/ESO and the U.S. Army Missile Command, Redstone

Arsenal, Alabama. Dr. Donald Gregory was the Army program manager. This portion

of the effort has generated favorable analytical results which demonstrate the potential of

neural networks to adapt or synthesize TPAF filters that optimize correlation in response

to varying input scene clutter and target distortions.

The Smart Filter Design contract effort has produced results reported in 16 publica-

tions, including 7 articles in major refereed journals and 9 in conference proceedings 111-
116). These papers serve to document the effort and they will be used to advantage in

this report. Many of them are included as appendices.

This report is organized as follows. Section 2 presents TPAF correlation filter work

and section 3 discusses neural network-related efforts. Section 4 provides conclusions
and recommendations for future investigations.
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Section 2

Smart Ternary Phase-Amplitude Filters

This section traces the evolution of TPAF formulations from the basic concept originally
proposed, which addressed only improved discrimination and had not been experimen-
tally verified, to the culmination of the contract effort, when metric sort smart TPAFs
were experimentally and successfully applied to a complex and realistic target recogni-
tion problem. The discussion of each research advance will rely heavily on published
papers included as appendices to this report.

2.1 Initial TPAF Concept and Simulations

The TPAF was conceived and proposed for the Smart Filter Design program as a signif-
icant improvement of the BPOF, that involved the addition of zero modulation (i.e., an
opaque or blocking element) resulting in three discrete filter modulation levels: -1, 0,
and 1. The TPAF was expected to provide enhanced discrimination against noise, clut-
ter, and other nontargets in the input scene by selectively blocking spatial frequencies
containing mostly nontarget information. A key feature motivating the TPAF concept
was the prospect of easy near-term implementation using available SLMs, as was already
demonstrated in the case of BPOFs using magneto-optic SLMs (MOSLMs) (2,17]. Our
proposal speculated that the MOSLM devices also could implement TPAF modulation
levels. An additional intrinsic benefit due to the discrete nature of the filter is efficient
electronic storage of filter patterns, which require at most two bits (binary digits) of
storage per filter element or twice that of a BPOF.

Our proposal provided 64x64 element simulations that indicated improved discrimi-
nation of TPAFs for simple binary images representing a gunboat and a "gunless" boat
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immersed in random binary noise. These results were subsequently published 11,6] and
copies of the papers are included as Appendices A and B. This work introduced the
transform-ratio technique for setting the zero-state pattern (called the binary amplitude
mask or BAM) of a TPAF. The phase states were set as in a BPOF by thresholding on
the phase of the Fourier transform of the reference pattern.

Thus, at the start of our effort the TPAF had been defined and shown in simulations
using the transform-ratio BAM design technique to provide improved discrimination over
a BPOF. Experimental TPAF implementations and smart TPAF formulations remained
to be addressed.

2.2 Basic Design Elements of BPOFs

A study of the basic design elements of BPOFs, threshold line angle (TLA) and reference
offset, was believed necessary to support proper design of either BPOFs or TPAFs.
The study was conducted by computer simulation of correlations using 256x256 element
arrays containing scenes based on actual visible tank and background terrain images.
Significant but relatively small variations of correlation performance were found as the
design parameters were varied, and the results did not support the choice of a unique
optimum set of parameters. Rather it was judged that the choice of design parameters
must be considered case specific and thus explored for each application.

Related analytical work showed that the TLA, while varying continuously over the
nonambiguous range of 0 to 90 degrees, defined, at specific angles, the previously re-
ported BPOF types, including cosine, sine, and Hartley BPOFs. Analysis also defined
an equivalent POF (phase-only filter) that can be synthesized for any BPOF made with
a particular TLA. This concept can aid in predicting the impulse response of a BPOF.

Our work on BPOF design elements was reported in October 1988 [7], and a reprint
of that paper is included as Appendix C.

2.3 Initial Smart TPAF Concept - the fTPAF

The first smart TPAF concept investigated was an extension of a BPOF smart filter
concept reported by Jared and Ennis (18,191. Their BPOF was based on thresholding the
transform of a composite (training) image set with iterative adjustment of superposition
weights to achieve distortion invariance across the set. The ad hoc numerical procedure
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may not converge but does so in many cases of interest. Our modification was to impose a
BAM on the BPOF, thus creating a TPAF. The BAM was defined by the transform-ratio
technique applied to representative composite power spectra of the in-class and out-of-
clasri training sets. It was held fixed as the weights defining the binary-phase states were
iterated. We named our variant the fTPAF in keeping with the nomenclature used by
Jared and Ennis, e.g., the fSDF-BPOF.

The fTrPAF concept was first reported in April 1988 [31 along with initial simulations
indicating promising performance for simulated images of two types of wrenches. A
reprint of this paper is included as Appendix D.

A much more extensive set of simulations applied the fTPAF to a complex character
recognition problem. This work was reported in May 1989 [9J, and a reprint of the paper
is included as Appendix E. The iterative adjustment of weights to form a filter involves
evaluating correlations of the current composite TPAF with all in-class training images
at each step. Jared and Ennis simplified this phase of the computation by examining
only the central (on-axis) output location where the correlation peak is expected to
appear. This enables a simpler inner product operation to be used instead of the inverse
Fourier transform required to generate a complete correlation pattern. In our character
recognition work we performed the full correlation and based our weight iterations on
the highest peak in the output regardless of location. We believe this procedure is
necessary for the character recognition problem because the response anywhere within a
character block is used as the basis of discrimination, and cross-correlations of characters
are expected to have considerable side-lobe structure.

The reported work established the fTPAF as an effective smart TPAF formulation
having good overall performance and providing controllable tradeoffs of distortion in-
variance and nontarget discrimination.

2.4 Experimental Implementation of Ternary Filter Modula-
tion

Results published by workers at Litton Data Systems [201 indicated that a third MOSLM
modulation state, called the "mixed magnetization" or neutral state, was easily accessi-
ble. We conducted experiments with a Semetex 128x128 MOSLM in a coherent imaging
setup to investigate the modulation characteristics of this state. We found that rea-
sonably effective zero-state modulation was easily achieved with slight modifications of
the software driving the MOSLM addressing circuitry. The intensity transmission of the
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"off" state using a Nyquist optical system bandpass (based on the SLM pixel spacing)
was measured to be no more than 3% of the "on" (i.e., ±1 modulation) pixels. The
Nyquist bandpass of the filter SLM corresponds to the output plane extent in a typical
correlator design. These results indicated good potential for practical TPAF implemen-
tation, although the 3% leakage is not ideal. Our findings were first announced at the
Annual Meeting of the Optical Society of America in November 1988 [211, and were
then published in a letter in Applied Optics in March 1989 [8]. The letter was jointly
authored with researchers from New Mexico State University, who reported experiments
demonstrating improved correlation SNR using a low-frequency block implemented with
the third state in a MOSLM filter. A copy of this letter is included as Appendix F.

A series of experiments were conducted to investigate implementation of transform-
ratio TPAFs with significant simulation-predicted discrimination improvements. These
filters involved BAMs (i.e., zero-state patterns) having much more complicated struc-
tures than the simple low-frequency block previously implemented by the workers at New
Mexico State University (just discussed). The work was conducted on our 48x48 element
MOSLM correlator f2,171 and involved discrimination between various binary targets and
nontargets. (Distortion invariance was not addressed in these experiments.) Generally
excellent agreement between simulation predictions and experimental results was ob-
served in cases involving significant improvements in discrimination between shapes (e.g.,
from two dB for a BPOF to five dB with a TPAF). An extensive simulation/experimental
investigation addressed variations of the percentage of filter elements blocked, TLA vari-
ations, and the effect of zero-state leakage polarity relative to phase-state polarity. It
was found that zero-state leakage (about 3% in intensity as mentioned) limited useful
TPAF performance to filters having less than 70% of their elements set to zero. This
work was first reported at an SPIE conference in August 1989 1101, and appeared in Op-
tical Engineering in May 1990 1151. Copies of these papers are provided as Appendices G
and H.

2.5 Metric Sort Smart TPAF Formulation - analytical and ex-
perimental results

Although the fTPAF is an effective smart TPAF formulation, it has been superceded
by a new formulation called "metric sort" (or MS for brevity) developed early in 1990
on the Smart Filter Design program. The MS formulation is superior overall based on
simulation results to be shown and also requires less computational effort.

The MS filter formulation uses an iterative numerical process which attempts to max-
imize the classical SNR of a filter constrained to TPAF modulation values. A numerical
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procedure for solving this problem for the case of additive Gaussian white noise has been
given recently by Kumar and Bahri [23]. Our treatment differs from theirs in at least two
important ways: (1) we treat any noise spectrum, removing the need to assume white
noise, and (2) whereas their algorithm was exact and exhaustive (i.e., guaranteed to find
the global maximum SNR) ours involves approximations and is subject to trapping to
local SNR maxima depending on an assumed starting point. The above comments apply
to the case of a single target pattern with additive stochastic noise. To use the metric
sort algorithm as a smart filter, we make the ad hoc extensions of (1) using a composite
in-class target image to impose distortion invariance over a training set and (2) apply-
ing the filter to scenes in which noise is not additive (because background noise does
not invade the target). Nevertheless we have obtained better results for a challenging
correlation problem to be discussed than with several other smart BPOF and TPAF
formulations.

The classical SNR metric addressed by the MS procedure is:

SR -I f S(f)H(f)df 12
f N(f) I H(f) 12 df ' (2.1)

where f is the (spatial) frequency variable and S, H, and N are the signal Fourier
transform, filter function, and noise spectrum, respectively. A brief description of the
MS formulation algorithm follows:

1. Assume a starting TPAF pattern (e.g., a BPOF formed with a particular TLA)
and calculate and store the corresponding SNR (Eq. 2.1).

2. For each filter pixel, calculate the differential SNR resulting from switching the
pixel to each of the remaining two allowed filter modulation states (-1, 0, 1). Store the
maximum of these two values and the associated new modulation state.

3. Sort the pixels into descending order of the SNR differentials obtained in step 2.

4. For the top M values on the sorted list, make the associated pixel modulation
state changes and update the SNR value. If a negative SNR differential is encountered,
stop and go to step 6.

5. Go to step 2, except - 2f an operator-selected maximum number of pixels to be
blocked has been exceeded, go to next step.

6. Write the new TPAF filter to a file and end.

Several comments apply to this procedure. First, it clearly has the general nature of a
gradient-descent or hill-climbing algorithm. Thus it should be subject to trapping at local
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maxima and sensitivity to starting point assumptions. Second, an ideal implementation
would require M = 1, i.e., resorting the differentials after each single pixel is switched to
a new modulation state. This would be extremely compute-intensive, and we suspect not
necessary, provided M is very small compared to the number of filter elements, N. The
fractional change in SNR in response to changing a single element (out of, for example,
16,384 in a 128-by-128 element filter) is very small. Typically we have used 0.05N as the
maximum value for M. The reason for the exception in step 5 is that empirical evidence
indicates that filters which optimize SNR are frequently deficient in other metrics such
as peak height (Horner efficiency) or peak width. Wider peaks (i.e., poorer location
estimates) and lower efficiency typically are associated with increased fractions of pixels
blocked. Thus we allow for the possibility of stopping the iterations before convergence
to preserve better overall performance, based on the filter designer's judgment.

We now discuss an example of the application of the MS filter to a complex, de-
manding, and realistic target-in-background problem involving laser radar (LADAR)
range images from actual sensors. The noise spectrum used in MS filter formulation was
a composite of power spectra from representative background scenes. The signal trans-
form was the Fourier transform of a weighted composite of training set images comprising
rotations of the target object. Uniform composite in-class weights were used.

This application of the MS filter is detailed in Appendix I, which is a copy of a paper
presented in April 1990 [141. A MS filter was designed to recognize a target helicopter
in the presence of background noise and two other (nontarget) vehicles over a rotation
range of ±10 degrees. A simple BPOF provided 6.2 dB SNR for an aligned target,
and performance degraded by 3 dB for ±1.5 degrees rotation of the input target. The
computer-simulated SNR (called peak-to-clutter in Appendix I) and peak intensity (in
essence, Horner efficiency) performance of the MS filter are plotted in Figures 6 and
7 of the article, along with the same metrics for the other smart BPOF and TPAF
filters studied for comparison. The MS filter is clearly superior to the other types and
also meets the design goals (good performance over the design rotation range). Note
in particular the inferior performance of the fTPAF which was the best smart TPAF
formulation known prior to the MS filter. Note also the even poorer performance of a
composite BPOF. Although this filter did not benefit from the use of techniques such
as the successive-forcing-algorithm [221 or Jared-and-Ennis (fSDF-BPOF) formulation
to adjust weights or allow for complex weights, it seems unlikely that performance could
equal the MS filter even with these improvements. The need for blocking elements in a
filter is dramatically illustrated by the poor SNR performance of this filter. (See Figure
6 of Appendix I.)

In the work reported in Appendix I, five different initial TPAFs were tried as starting
points for the MS formulation, comprising BPOFs formulated with TLAs of 0, 22.5, 45,
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67.5, and 90 degrees. Best overall performance was obtained by stopping iterations when
about 54% of filter elements had been switched to the zero-state. The five resulting filters
showed slight variations but approximately equal overall performance for all TLAs except
90 degrees, which was noticeably inferior. The filter resulting from a starting TLA of
45 degrees was chosen as representative of best overall performance and was used in the
work reported.

In one case, TLA = 0, the MS filter was iterated to convergence, resulting in 92.5%
of the elements being set to the zero-state. This filter exhibited only slightiy better P/C
than the tested MS filter, although uniformity over the ±10 degree testing interval was
significantly improved. These improvements were obtained at the expense of a 4.3 dB
rrduction in Horner efficiency, to 0.29%, or a 9.8 dB reduction from the efficiency of
the BPOF. The practical impact of this depends on the specific correlator hardware
implementation. It probably still compares favorably to the efficiency of a classical
matched filter.

In Appendix I, Figure 8 and the preceding table provide experimental results in good
agreement with simulations. These results were obtained on a laboratory correlator
using 128x128 Semetex MOSLMs. The correlator was assembled and first operated on
the Smart Filter Design program. Figure 2.1 is a diagram of the experimental setup.
The major components of this correlator were furnished by Martin Marietta Corporation,
Strategic Systems, Denver, Colorado, with the exception of the input SLM, which was
furnished by UDRI as cost sharing on the Smart Filter Design contract.

Although the MS filter (currently) optimizes only with regard to a classical SNR
definition, which is not necessarily best for many practical correlation problems, its
excellent performance is believed to result from three key factors:

* It can handle any noise spectrum (not just white noise).

" It directly optimizes each filter element (rather than parametrizing to a dimension-
ality much less than the filter space-bandwidth product).

" It implicitiy generates TPAF modulation levels (rather than quantizing a continuous-
valued function).

9
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Section 3

Neural Networks for Synthesis or Adaptation of
TPAFs

This work is motivated by a long-term high-payoff vision: by synthesizing correlation
filters, a trained neural network could assume all or most filter storage and selection
functions for an adaptive optical correlator. This vision is reasonable on basic physical
grounds because, although the Fourier transform operations performed by an optical
correlator are appropriate for translation processing (e.g., for locating a target), it is
well known that without suitable coordinate transformations these operations cannot be
directly 2-ylied to distortion processing (e.g., for determining target rotation or scale).
Thus it is logical to envision a system in which an optical correlator determines target
location and in which an associated executive processor determines target rotation, scale,
aspect angle, and other distortions and uses this distortion information to synthesize
updated or adapted correlation filters and to control correlator operation.

Supervised-learning neural networks are particularly appropriate for this executive
processor because they can learn complex tasks (such as target aspect angle determina-
tion) and, once trained, can perform their learned processing tasks in real time. The
result, particularly if hardware (and eventually optical hardware) instead of software-
simulated neural networks is used, could be a compact and efficient system that in
synthesiz*:,g correlation filters has, in effect, the equivalent of a large correlation filter
storage capacity with automatic interpolation and extrapolation (due to associative-
memory-accessible, fault tolerant, and parallel and distributed patterns of network in-
terconnection strengths). This neural network system could control the optical correlator
by synthesizing the filters used to determine target location so as to compensate or adapt
for evolving target distortions.

In the initial work performed on the Smart Filter Design effort and reported here,
TPAF formulation was viewed as two separate processes: binary-phase state formula-
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tion (with the primary objective of adapting to evolving target distortions) and binary
amplitude mask (BAM) formulation (with the primary objective of optimizing SNR for
changing input scene noise).

3.1 Work Addressing Adaptation of Binary Amplitude Masks

Our first foray into filter synthesis involved using a neural net to set the crude bandpass
characteristics of a BPOF (binary phase-only filter), which thus comprised a TPAF
(ternary phase-amplitude filter) by definition. This work is described in detail in a
paper presented in October 1989 1121 and included here as Appendix J. Four bandpass
rings spanning most of the Fourier plane were used, constituting a simple example of
the binary amplitude mask (BAM) component of a TPAF. The network inputs were
four power spectrum features obtained by applying the same bandpass rings to the
spectrum of the input scene. The outputs were four binary values which established
the on/off status of the respective BAM rings. Computer simulations were performed
using 64x64 element arrays with binary input scenes consisting of an airplane shape in
random noise backgrounds of varying energy levels. The results were promising: the
backpropagation-trained network was able to adaptively set the filter bandpass rings so
as to achieve signal-to-noise performance comparable to that of the best possible BAM-
ring combination (determined by exhaustive trials) as the input noise level was varied
from zero to a maximum level.

This initial effort verified in part an intuitive concept, which is that input scene power
spectrum information is a good basis for determining the binary amplitude states of a
correlation filter. It also demonstrated that a neural net can formulate near-optimum
(albeit elementary) BAM patterns for simple test cases.

3.2 Distortion Parameter Estimation

Neural network techniques were investigated for estimating target distortions (e.g., rota-
tion and/or scaling) based on the shape or sidelobe structure of BPOF/TPAF correlation
peaks.

The inputs to the backpropagation-trained neural network were taken from a 5x5
sampling grid centered on the target peak resulting from correlation with a known ref-
erence filter. The network output was an analog value representing an estimate of a
distortion parameter (e.g., rotation angle).
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Initial simulations using 128x128 element arrays and binary targets with no back-
ground or noise (see Figure 1 of Appendix K) showed very good results, which were
reported in April 1990 [16J. A copy of this paper is included as Appendix K. BPOFs
with quarter-bandpass BAMs (amplitudes set to zero for frequencies outside a band-
pass equal to one quarter of the Nyquist bandwidth) were used in these simulations.
Figures 2-4 of Appendix K are plots of rotation angle estimation accuracies from these
simulations.

3.3 Binary-phase Filter Synthesis

Filter phase-portion synthesis was investigated using an approach based on the same
correlation-peak shape (or sidelobe) sampling technique used for distortion parameter
estimation (see above), except that the network output was a considerable number of
binary values which set the phase states of a BPOF.

The use of reduced-format filters is desirable to keep the number of neural net outputs
at a practical level in view of available computer simulation resources. Our first efforts
used polar formatted filters having 32 sectors, of which only 16 were independent since
the filter was trained as a cosine-BPOF. The results were promising (161 (see Figures 11
and 12 in Appendix K). However, performance of the synthesized filters was limited by
the small number of available free parameters. Filters were synthesized over a 45-degree
range and performed as well as the training set filters with no background noise or other
nontarget shapes in the input scene. Correlation performance degraded significantly for
even small amounts of background noise added to the input scenes.
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Section 4

Conclusions and Recommendations

4.1 Smart Filter Design

The work performed on the Smart Filter Design effort and reported here constitutes the
successful development of the TPAF concept from a rudimentary idea to a full fledged
smart filter concept with experimentally demonstrated effectiveness in addressing re-
alistically complex automatic target recognition goals. The TPAF provides significant
advantages over the BPOF (and we strongly believe over any phase-only filter), par-
ticularly with regard to nontarget discrimination. The TPAF advantages are obtained
with little additional expense or complication. The TPAF can be implemented with an
available modulator at attractive frame rates, and it enables efficient electronic storage of
filter patterns. The Metric Sort TPAF implemented with available magneto-optic SLMs
comprises a technology base for near-term correlation systems to address automatic tar-
get recognition and other military pattern recognition problems.

Several recommendations can be made to extend and perfect the current state of the
art:

" The Metric Sort formulation should be modified to address other metrics, including
control of peak width and shape or sidelobes and rejection of specific nontarget
shapes.

" An improved global optimization technique (e.g., simulated thermal annealing)
should be investigated as a modification of the Metric Sort algorithm.

" In anticipation of the practical availability of phase-only electrically addressed
SLMs which could be used with cascaded binary amplitude modulators (or might
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incorporate zero-state modulation directly), modifications of TPAF theory to in-
corporate (and presumably realize advantages from) continuous phase modulation
should be investigated. This filter type might be called the "continuous-phase
binary-amplitude filter" (CPBAF).

" The continued development of magneto-optic SLM technology is strongly recom-
mended. The issue of good zero-state performance (to support TPAF implemen-
tation) should be addressed.

" The development of other SLM types to support TPAF modulation or to pro-
vide efficient binary-amplitude modulation in tandem with a continuous phase-only
modulating SLM should be considered or continued as appropriate.

" In connection with the previous recommendation, the effects of using reduced spa-
tial resolution in the binary-amplitude mask of a TPAF (relative to the phase
portion) should be investigated. It seems possible that resolution of the BAM
can be lower than the BPOF while maintaining most of the advantages of ternary
modulation in some cases.

4.2 Neural Networks for Filter Synthesis

The work performed on this effort has demonstrated potential for neural networks to
formulate or adapt TPAFs in response to varying input scene noise and target distortions.
The reported work was limited to test images of little practical importance, but the
principles investigated should be applicable to more challenging cases that will require
primarily more extensive neural networks.

Recommendations center on extending the current work to address more realistic and
challenging inputs and filter geometries as follows:

* Filter patterns determined by larger numbers of free parameters should be inves-
tigated (e.g., 500). These may provide better correlation performance for realistic
scenes.

* Additional input signals for the neural network should be investigated, including
input-scene power-spectrum features obtained by a sampling pattern more complex
than the four bandpass rings used in the reported work. Alternative schemes for
sampling in the neighborhood of correlation peaks should be considered. Sampling
from the input scene itself or from characteristics such as the intensity histogram
should be considered.
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* The correlation peak sampling technique used to provide neural net inputs for filter
phase-portion synthesis appears to be fundamentally limited by the requirement
to correlate with a predetermined reference filter (upon which the network was
trained) to generate the required correlation peak. This leads to a "bootstrapping"
problem: the new synthesized filter is not (in any practical sense) predetermined
and thus cannot be used to train a network. Thus the filter synthesis process
breaks down after one cycle of correlate-sample-synthesize, i.e., the system cannot
follow the target through significant distortions (those sufficient to preclude good
signal-to-noise performance of the original reference filter). Methods to circumvent
this limitation should be explored.
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abstract

Real-time analog coherent optical processors generating correlation functions by-
Fourier techniques have recently demonstrated impressive performance and near term
system potential. Correlation is one example of linear shift-invariant filtering which
can be performed in two dimensions by such systems. Fourier domain filters are im-
plemented by spatial light modulators, and particularly good results have been obtained
with devices which can implement filter functions with complex values limited to a few
discrete phase or amplitude levels. More general real-time filtering operations on sig-
nals and patterns can be performed on an adaptive basis using hybrid (optical/digital)
systems, presumably limited by the generality of filters realizable with optical hardware
and the accuracy of the analog coherent optical system. An advanced discrete level filter
formulation, derived for correlation purposes, will be reviewed and related to classical
optimal filter formulations.

Introduction

Optics was first considered as a computational medium in the 1950's when O'Neill
applied linear communications theory to optical propagation [O'Neill, 19561. Under
certain assumptions optics can be viewed as a linear filter, implemented in two dimen-
sions. The advent of the laser provided a bright source of coherent light and gave direct
physical access to an object's Fourier transform. The holographic filter allowed com-
plex filtering operations to be performed. More general filters could be implemented
through computer-generated holograms. Through the early 1970's many variations
and improvements on the holographic matched filter were proposed and implemented,
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though few ever saw practical application.
During this period, interest in matched filtering, and optical processing in gen-

eral. diminished. Such processing ideas were considered interesting but impractical.
Electronic computing, on the other hand, continued to make great advances, and was
widely embraced for most applications. Flexible nonlinear algorithms and predictable

accuracy were fundamental advantages attributed to digital processors, whereas optics
was perceived as both inflexible and limited in accuracy by virtue of its analog nature.

In the late 1970's, digital optical computing concepts, in which nonlinear operations
were performed on binary data, emerged and received considerable attention. The term
"optical computing" was accepted, at least by some, to mean numerical operations on
data in discrete representations, as opposed to (analog) optical processing.

The key potential advantage of optical computing is the inherent parallelism of
optics, which should lead to massive interconnection capabilities. Promising digital
optical computing research efforts are underway, but it is apparent that major success
in this area awaits long term developments in severai areas, including devices and
components for switching and interconnection, and algorithms and control structures
suitable for the massively parallel architectures involved. Neural net concepts, a topic of
much current interest, may provide an answer to the control and algorithm issue; optics
is seen as a likely candidate for implementing the massive interconnections associated
with neural nets.

Recent developments have moved the focus of optical computing back towards
analog processors. Key device technology improvements have enabled smaller real-time
systems. While the resolution of spatial light modulators (SLM) is still not great, new
concepts of matched filtering have allowed much better use of the available capacity
in filters which encode only two or three discrete levels of phase and/or amplitude

modulation.
Coherent optical correlation is one instance of analog Fourier optical processing,in

which the Fourier transform of a desired impulse response function is implemented as

complex (amplitude and phase) modulation patterns in the Fourier plane (filter plane)
of the optical system [Goodman, 1968]. The processor performs general linear shift-
invariant convolution in two spatial dimensions, with light amplitude as the analog
variable. For correlation the filter function is required to be the complex conjugate of

the transform of the desired reference function. The general applicability of this type of
optical computing for signal and image processing has been limited by two factors: (1)
unavailability of suitable real-time hardware, most notably spatial light modulators,
and (2) relatively low accuracy of results, typical of analog processing. In the case
of correlation processing, a further limitation has been the inherent shape distortion
sensitivity of the correlation process, which may be viewed as a form of algorithmic
inflexibility, another negative characteristic frequently attributed to optical processing
architectures. This problem may be attacked by faster hardware, and thus is connected
with the real-time hardware issue to some extent.

Interest in optical processing, and research and development of related techniques
and devices, have continued based on the obvious high performance potential which
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can result if the right real-time hardware is applied to an appropriate problem using
a well chosen system architecture/algorithm design. The resulting hybrid system.
capitalizing on the inherent Fourier transforming power of the optics, would perform
at rates, and with power and size metrics, which are superior by orders of magnitude
to all-electronic processors.

The hybrid adaptive optical correlator is a leading candidate to achieve an impres-
sive existence proof for useful optical processors as described in the previous paragraph.
Research and device development over the past several years, primarily the combination
of magneto-optic spatial light modulators IRoss et al., 1982 and the binary phase-only
filter (BPOF) concept [Horner and Leger, 1985; Homer and Bartelt, 19851, have led to
the laboratory demonstration of real-time correlators [Flannery et al., 1986; Keller et
al., 19861 which prove the feasibility of hybrid correlation concepts. Systems which can
be constructed in the near term based on these concepts will be capable of performing
correlations of 256-by-256 element patterns at rates up to 1000 correlations per second.
Each correlation can involve a different input and reference pattern, the latter being
stored in digital memory. Such storage is practical and efficient due to the reduced
information content of BPOF filters; 1000 such filters will fit in four MB (megabytes)
of memory, a rather modest amount with today's digital technology. Rapid access of
BPOF patterns is possible because they are stored in the binary form directly useable
by the filter SLM; no D/A or other type of conversion is required.

A most notable aspect of the correlation work described is the use of a Fourier do-
main filter which implements only two possible modulation states: +1 and -1 ( or equiv-
alently zero and 180 degrees of phase shift) at each resolvable frequency bin. General
filters, including correlation filters, call for continuous independently controlled ampli-
tude and phase modulation, and it was extremely surprising that worthwhile results
could be obtained with a two-level phase-only filter function. Only the unavailability of
SLMs capable of general complex modulation, combined with the ready availability of
relatively well developed binary magneto-optic SLMs can explain the fact that BPOF
filters were even considered. Modulators implementing general complex modulation
are still unavailable and will be difficult to realize in a single device. Carrier frequency

(holographic) encoding currently is the only practical method to implement general
complex amplitude modulation, and this technique is wasteful of what little resolution
is available in existing SLMs (A factor of five is typical). The input plane device re-

quirement is not restricted by the need for complex modulation iince input patterns
in most applications are real functions.

The magneto-optic SLMs can implement either binary phase or binary amplitude
(on-off) modulation, and are reported capable of ternary modulation with states 1, 0,
and -1, equivalent to a cascade of binary amplitude and phase devices. Based on the
relatively advanced state of development and commercial availability of these devices,
plus the recent successes of BPOF correlation, we are inspired to consider further
the application of discrete level filters both for correlation and for general filtering
operations. SLMs based on ferro-electric liquid crystals also show development promise
and would operate as binary phase or amplitude modulators, with potential for ternary
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operation [Clark, 1986; Armitage et al., 19871.
A natural concern is the performance characteristics possible with discrete level fil-

ters, since they usually embody only a small fraction of the information content of the
full transfer function. This issue has been addressed both theoretically and experimen-
tally for the BPOF used for correlation jPsaltis et al., 1984; Keller et al., 19861 . with
generally favorable results. We note impressive simulated results obtained by Kallman
119861 with BPOF and ternary filters synthesized for distortion invariant correlation
performance, using mini-max optimization techniques. In this paper we summarize
correlation results obtained with a new ternary filter formulation, and discuss that
filter's relationship to classical optimized filters. This discussion sets the stage for
consideration of discrete level filters for more general linear filtering applications.

The Ternary Phase-Amplitude Filter

BPOF filter values are normally assigned by thresholding the reference function (or
impulse response) Fourier transform based on a line through the origin in the complex
polar plane. One common choice for the angle of this line, for example, corresponds to
thresholding on the real part of the transform.

Fourier filters which implement complex modulation states of-l,O, and 1 are labeled
ternary phase-amplitude filters (TPAF). We were rnntivated to consider this extension
from the BPOF concept as a potential imp-noemcr .l for correlation use based on a
simple ad hoc concept. The BPOF -s does any phase-only filter, passes all energy from
the input pattern (or signal). This can have advantages, the most notable of which
is increased correlation effciticy, i.e. more energy in the correlation peak. However,
consider the case in which we wish to construct a -smart" correlation filter; one which
will preferentially respond to a desired input pattern (the target) while discriminating
against undesired patterns (nontargets including noise).

A simple intuitive concept for improving a BPOF filter is to block (assign a filter
value of zero to) those (spatial) frequencies in the filter for which the ratio of target
Fourier transform energy to nontarget energy is less than a threshold. The rationale
for this is fairly obvious. The spectral areas being blocked are those which tend to
pass primarily nontarget energy through to the otput (correlation) domain, and thus
cannot be contributing favorably to correlation with the desired target. This ad hoc
concept is the basis for a smart ternary filter which we label the transform-ratio TPAF.

Figure 1 shows 64-by-64 pixel binary target and nontarget input patterns used in a
digital correlation simulation study to assess the promise of the new filter formulation.
Random background noise in varying amounts was also added to the input patterns.
This noise comprises an additional nontarget pattern, which in this case possessed a
flat spatial frequency spectrum. Thus the filter formulation process used two thresh-
olds: one for target-to-nontarget ratio and one for noise blocking. If the target energy
in a frequency bin exceeded both thresholds, the corresponding filter element was set
to the usual BPOF value; otherwise it was set to zero. The ability of these filters
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(a)

(b)

Figure 1. Target (a) and Nontarget (b) for Transform Ratio Ternary Smart Filter
Study.

to reject noise (S/N) and to discriminate between the desired target and nontarget
(S/C or signal-to-clutter) was studied over parametric variations of the two filter de-
sign thresholds and amount of input noise. The results are summarized in Figure 2.

All filters were formulated using a basic target/nontarget transform magnitude-ratio
threshold of 1.1:1, which was known to provide good discrimination performance with

zero noise, but was not parametrically optimized.

The trends of Figure 2 are readily apparent. Absolute values are of little significance
since they are subject to many arbitrary factors such as resolution and choice of tar-
get and nontarget shapes. With little or no noise, filters which use no noise blocking
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threshold provide good signal-to-noise and discrimination performance. With more
noise in the input, the filters with noise blocking thresholds provide better overall per-
formance. Not shown, but an important reference for comparison, is the performance
using the simple BPOF formulation based on the target transform. This provided 11.5
dB S/N and 2.57 dB S/C with zero input noise. These values degraded to 1.95 dB
and 1.14 dB respectively with 0.4 fractional area noise input. The TPAF formulations
with appropriately chosen thresholds are superior in terms of combined noise rejection
and nontarget discrimination for any input noise level, and a particular TPAF can be
chosen to provide overall superiority over the BPOF over a range of input noise levels.
Thus the validity of the transform ratio TPAF concept is supported by these initial
simulations. We plan to continue our study of these filters and to implement them
experimentally.

Relationship of Discrete-Valued Filters to Classi-
cal Optimal Filters

Two classical optimal filters, the Wiener filter and the matched filter, will be com-
pared with the ad hoc BPOF and TPAF filters used in correlation as discussed.

The Wiener filter is designed to provide an optimum (minimum mean square error)
estimate of an input signal with additive input noise. It attempts to recover the signal-
from the noise. The desired signal and the input noise are assumed to be uncorrelated,
and only statistical knowledge of the desired signal is assumed available, i.e., the power
spectrum or autocorrelation function. The Wiener filter is defined by:

H (s) = Pi gn I

Plos,, + P1,gnW

where s is the frequency variable, P is a power spectrum and H(s) is the filter transfer
function. Other assumptions, including ergodicity and that the signal and/or noise
have zero mean are implicit in the derivation of this filter function. Wiener transfer
functions are real and vary in amplitude from 0 to 1. The filter imposes no phase
shifts on any frequency components but simply preferentially weights those areas of
the spectrum in which the power spectrum signal-to-noise ratio is higher.

The matched filter is designed to provide optimum detection of an input signal of
known form in the presence of uncorrelated additive input noise. The filter produces
an output peak with the highest possible ratio to the mean square noise level in the
output. It is not designed to recover an estimate of the input signal pattern (waveform
or shape), as is the Wiener filter. The form of the matched filter is:

H(s) = C C12irs ' (S)

Pnosse

where C is an arbitrary complex constant, to is an arbitrary time delay (or shift distance
if the filter acts in the space domain), and S(s) is the Fourier transform of the desired
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signal. The matched filter can have arbitrary complex gain and an arbitrary rime
delay or position shift of its impulse response. It imposes phase shifts which are the
negatives of those of the desired signal transform. If the noise is white, and the delay
and gain constants are taken as unity, the matched filter becomes a constant times the
conjugate transform of the desired signal, and thus the filter is performing correlation.
Hence optical correlation is often called optical matched filtering.

Although the BPOF and TPAF filter formulations discussed above were synthesized
on an ad hoc basis for correlation purposes, and neither is an exact form of a classical
optimum filter, it is interesting and instructive to explore their relationship to those
filters.

The BPOF filter has unity magnitude, since it is defined as a phase-only filter. It has
two discrete phase values which are most commonly obtained by simply thresholding
on the phase of the transform of the desired input signal. Thus it encodes desired signal
phase quantized to two levels. Clearly it is more akin to the matched filter since that
filtfer incorporates desired signal phase, while the Wiener filter has no phase variation at
all. This is not a surprising observation, since the BPOF resulted from an initial goal of
correlation, and matched filtering has a close relationship to correlation, as discussed.
The BPOF incorporates no magnitude variation, which is a major departure from the
classical matched filter formula.

The TPAF filter encompasses the two phase levels of the BPOF and adds a zero
level, i.e., it has binary magnitude as well as binary phase values. The TPAF filter is
also more akin to the matched filter due to the phase modulation, which simply isn't
present in the Wiener filter. The TPAF with its additional degree of freedom (magni-
tude variation) should enable a better approximation to the true matched filter, which
has a definite magnitude variation determined by the ratio of desired signal transform
to noise power spectrum. Although derived from ad hoc concepts, the transform ratio
TPAF formulation involves a thresholding to determine binary filter magnitude based
on the ratio of signal (target) and noise (nontarget) transform magnitudes, and thus
would seem to be closely related to the classical matched filter formulation. In addition
to the effects of the severe quantization, which are expected to be major, the TPAF
filter formulation involves two basic departures from the classical matched filter.

" The matched filter is based on uncorrelated signal and noise. This assumption is
violated when the transform ratio technique is applied to highly correlated target
and nontarget images such as the boat with and without turret.

" The magnitude of the matched filter is the ratio of the transform magnitude
of the desired signal to the noise power spectrum. In the TPAF formulation
reported here, thresholding was performed on the ratio of transform magnitudes,
which is functionally different. Thus determining the binary TPAF magnitude
by thresholding on the quantity

J1s

P.
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would correspond more closely to binary quantization of the matched filter mag-
nitude. For the case of white noise as the only nontarget the two ratios give the
same results, since the noise power spectrum is then constant.

An additional distinguishing factor is that for binary quantization of phase and
magnitude. the design of a TPAF filter involves two adjustable quantization threshold
parameters which do not enter into the formulation of the classical matched filter.
This is probably fortunate; one can hope that the severe information loss incurred by
binary quantization can be compensated to some extent by optimal choice of these two
thresholds.

Regardless of whether it is justifiable to view the TPAF as a quantized matched
filter, the promising simulation results speak for themselves. Perhaps the proper view-
point is simply that the transform ratio TPAF is an ad hoc filter formulation which can
improve signal-to-noise and discrimination performance over that of the simple BPOF.

We have seen that the discrete filter designs used for coherent optical correlation are

(this is not surprising) most closely akin to the classical matched filter. However, a bi-
nary filter which is more closely related to the Wiener filter can easily be envisioned and
implemented with the same magneto-optic SLMs already used to implement BPOFs,
operating in binary amplitude modulation mode. A binary quantized version of the
Wiener filter could be implemented with the filter values determined by thresholding.
on the classical Wiener filter function as determined by estimates of desired signal and
noise (nonsignal) power spectra.

Real time adaptive hybrid filtering architectures

Real-time quantized BPOF or TPAF versions of optimal filters can form the basis
for powerful hybrid adaptive signal or image processor systems. The generic system
concept is illustrated in Figure 3. The figure was prepared with the correlation context
in mind, but can be converted to a more general linear filtering context by substituting
"rapid sequential convolver" for "rapid sequential correlator".

In the correlation context, the hybrid adaptive system is envisioned attacking the
distortion variance nemesis by adaptively selecting from a bank of precomputed smart
filter patterns, based on feedback from the correlation output. However, the system
can be made more adaptive by incorporating on-line filter synthesis based on short-
term estimates of signal and/or noise statistics. As an example, the power spectrum of
input patterns is readily available in a coherent optical processor by simply detecting
the optical Fourier transform pattern, which is already being generated by the first
section of the processor.

Suitable means of gating or selecting input patterns, depending on the particular
application, would enable short term averages of Pg,, and/or P,,i,. to be determined
and used in filter computations. Where appropriate, the power spectra or transform
amplitudes of desired signals or classes of signals and noise would be predetermined
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Figure 3. Hybrid Adaptive Filtering System Concept.

and stored digitally by the system. Unpredictable or nonstationary signals and/or
noise could be handled using the real-time adaptive techniques outlined. The choice of
filter type (pseudo-Wiener or pseudo-matched filter) would depend on the system goal
(estimation or detection) and the amount of a priori knowledge of the desired signal.

A particularly fortunate match of system capability and problem occurs for the
case of short term averaging of power spectra. Averaging over multiple spectra can
be accomplished by rapidly sequencing input sample frames while allowing the opti-
cally derived power spectrum to time-integrate on a detector surface. The required
noncoherent summation is intrinsic to the square law (intensity) response of the pho-
todetection process. A similar process, using movie film as the input, is used in stellar
speckle interferometry [Labegrie, 1970). Current technology trends indicate that the
magneto-optic SLMs may be able to achieve frame rates from 3 to 10 times that of
typical detector arrays, which meshes quite nicely with the time integration technique.

A-10



A means to synthesize discrete value filters having specified impulse responses is of
obvious value. Some initial forays in that direction have met with success [Flannery et
al., 19871.

Conclusion

We have reviewed the recent advances in optical processing, demonstrated in the

context of correlation, which will support practical real-time hybrid adaptive linear
signal and image processing systems. The price of practicality, at least in the near
term, is the requirement to use filters quantized to binary phase and magnitude levels.
Such filters have shown surprisingly good performance for the correlation function, and
should have potential for more general convolution processing applications. To view
such filters as quantized versions of classical optimal filters is intuitive but not rigorous.
The potential for adaptive filtering of images and signals seems great, provided the
inherent limitations of discrete level filters and the reduced accuracy of analog optical
processing can be dealt with in a particular application.
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APPENDIX B

Transform-ratio ternary phase-amplitude filter
formulation for improved correlation
discrimination

David L. Flannery, John S. Loomis, and Mary E. Milkovich

A method of formulating ternary-valued i-1.0.1) correlation filters based on the ratio ot spectrai enervesi
target and nontarget patterns is proposed, and performance of such filters is investigated by compuier
simulations of correlation The results confirm the intuitive expectation that such tilters can enhance ,ienai
to-clutter and discrimination performance for target recognition in the presence of jarge amounts of input
noise. These filters may be viewed as an extension of binary phase-only filters and similarly are mote ateo 3
the prospect of near-term real-time implementation.

I. I*ductlan filter formulations for both matched filter and BPOF
Binary phase-only filters (BPOFs) are well known,1 2  encoding have been reported 8-16 and have demonstrat-

and their implementation using magnetooptic spatial ed promising correlation performance in simulations.
light modulators (SLMs)3 has been accomplished with However, BPOF filters, irrespective of formulation.
good agreement demonstrated between experiment have the intrinsic property of passing all the light from
and theory.4- - BPOFs encode modulation values of the input scene to the correlation plane. This leads to
-1 and + 1 usually based on thresholding in the com- desirable characteristics such as narrow correlation
plex plane of a reference pattern transform. Advan. peaks and high efficiency, but it comprises a funda-
tages of BPOF correlation include narrow correlation mental limitation on performance in the area of reject-
peaks (corresponding to intrinsic edge enhancement of ing nontarget inputs. It would seem that the best a
the filter impulse response), high light efficiency (typi- BPOF can do to minimize output (correlation) plane
cally 50 times more light in a correlation peak than for clutter resulting from a nontarget input pattern is to
the corresponding ideal matched filter), availability of distribute uniformly the associated energy over the
a relatively well-developed SLM for implementation, output plane, thUs minimizing the expected value at a
and a greatly reduced information content compared given position. This concept was used to define the
with the matched filter (which allows many more fil. minimum average correlation energy (MACE) filter. A
ters to be stored on-line in a system). although the formulation addressed only continuous-

Practical use of real-time correlation demands filter valued filters.
designs which maximize the ratio of (properly located) The above rationale motivates the incorporation of
target-class response to all nontarget class responses. amplitude modulation in the correlation filter. The
This, the smart filter design issye, is application de- matched filter of course has this, but we desire a filter
pendent, and thus a single technique may not be best encoding scheme supported by available SLM technol -
in all cases. Usually other performance issues con- ogy without the need for holographic carriers and their
strain the design, such as the desire to maintain narrow attendant space-bandwidth demands. The following
correlation peaks and high optical throughput. Smart sections propose such an encodng scheme, the ternary

phase-amplitude filter (TPAF) and a transform-ratio
formulation for designing noise immunity and dis-
crimination into TPAFs. Simulation results demon-David L. Rlannery and John S. Loomis are with University of strating the performance of the resulting filter designs
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state is added. Thus the filter encodes the modula-
tions -1,0, and l. This may be conceived as a product
of a binary-phase modulation pattern and a binary-
amplitude modulation pattern, which could be imple-
mented by cascading known binary SLMs including
magnetooptic; and ferroelectric liquid crystal' de-
vices. The magnetooptic SLMs" are reported to have
a third modulation state, which, with proper optical
configuration, could furnish zero-modulation. thus im-
plementing the TPAF in a single device. These de-
vices have demonstrated the potential for real-time
electrical addressing at attractive rates. , thus en-

abling adaptive correlation system concepts in which
thousands of reference patterns are efficiently stored
on-line as simple binary patterns in random access
digital memory. ia)

The rationale for the TPAF starts with that already
given. The zero-modulation allows spatial spectral
components carrying mainly nontarget energy to be
blocked, thus preventing that energy from reaching
the correlation plane. where it could only have detri-
menta' effects on correlation performance. The
transform-ratio formulation bases the choice of spatial
frequency elements to be blocked (assigned zero-mod-
ulation) on the ratio of spectral energies (power spec-
tral densities) of the target and nontarget patterns at
each spatial frequency. In the most general case. these
spectra are defined statistically, i.e., the Fourier trans.
forms of autocorrelation functions for the target and
nontarget ensembles. The aorlication to background
noise models having kv, _; jwer spectral densities is
obvious. For inputs and ,ontargets not described by
statistical models. -p- ra obtained by averaging over (b)
statistically representative target and nontarget train-
ing sets would oe used.

A simple type of transform-ratio TPAF (TR- -16
TPAF). which we have investigated and report here,
starts with a cosine-BPOF' s binary-phase pattern

computed for a reference pattern and sets selected
filter frequency elements to zero-modulation based on
he transform-ratio concept discussed. We note that

ternary phase-amplitude filters have been report-
ed.10 19 but in those cases zero-modulation was either
incorporated in the form of a simple low spatial fre-
quency cutoff' ° or as a result of two-level quantization 0

of a continuous complex-valued filter of the correla-
tion SDF type.' 9 Both formulalions are quite distinctfrom the transform-ratio approach reported here.

.. Trworm-Ralo TPAF Ckefeaon Slmuain"

To investigate the TR-TPAF filter, correlations Fig. 1. Binary target and nontars used in correlation simuia-
tons: (a) target gunboat: b) gunml boat; (c) target superimposed

were simulated using discrete Fourier transforms on a an backpound noise of level 0.4.
64 X 64 sample format. The binary target and non-
target inputs used are shown in Fig. 1. The target class
consisted of a single case, the gunboat of Fig. 1(a). Background noise was added per the following reci-
while nontarget classes included a single case of the pe: A spatially random distribution of samples out-
gunless boat of Fig. 1(b) and random binary back- side the boats was set to amplitude one. The noise
ground noise. We note that the use of binary input level was defined as the probability of a background
and reference patterns is an arbitrary choice for these element being turned on and thus approximately rep-
simulations, not implied by the TR-TPAF formula- resents the fractional area coverage of the noise We
tion. believe this technique closely matches a binary image
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,which would result from thresholding an image inc!,-d ar.sform spectral energy ,the dc value in this case,
an object superimposed on uniformly distributed the gunboat target pattern. The use of a un.::.i. r

random background clutter. The noise model was threshold is based on the flat spectrum of the back

tested by observing the discrete Fourier transforms of ground noise used. An additional aa hoc modificat i ,
02

,,)ise samples. which exhibited flat iwhite) spectra was incorporated in all the filters reported here. The
,qualitativeiy judged) except for a large dc value. The dc element of the filter was always set to zero-modula-
:atter is expected because the noise is not zero-mean. tion to block the huge dc component of the background
Figure Itci is an example of the target boat superim- noise used. This is consistent with the transform-
posed on noise of level 0.4. ratio concept. Simulations run without this modifica-

The design goal of the TR-TPAF in these simula- tion invariably yielded inferior results.
tions was to maximize simultaneously correlation dis- The transform-ratio factor and the noise-biockine
crimination and signal-to-clutter (SC) performance threshold comprise two adjustable design parameter-
in the presence of large amounts of input noise. Dis- of the TR-TPAF for this case. and in general perfor-
crimination is defined as the ratio of the energies (sim- mance must be explored over the design space thus
ulated intensities. i.e., magnitude-squared) of the defined.- Our investigations did not span ttae entire
properly located (gunboat) target correlation peak design space but covered a region of interest. The
sample to the highest value associated with the gunless dependence of discrimination on the transform-rat:,
boat cross-correlation pattern, all other conditions be- factor was explored initially with zero backgroun, ,
ing identical. We note that correlations were not per- noise in the inputs and zero noise-blocking threshoid
formed with both boats simultaneously present in the in the filters. A transform ratio of 1.21 was found tc
input scene. Rather separate correlations were per- give good. although not necessarily the best. discrzmi-
formed with each boat superimposed on the same noise nation. This value was adopted for all the simulation s
background. and the resulting peak values were used to reported here. We note that the simple cosine- B POF
form this ratio. filter for the gunboat provided 2.6-dB discrimination

Signal-to-clutter (S/C) is defined as the ratio of the with zero input noise, whereas the TR-TPAF just dis-
properly located target correlation peak to the highest cussed yielded 5.7 dB, again all with zero noise in the
peak elsewhere in the correlation plane regardless of input scenes.
whether it was associated with input noise or was a A series of simulations were performed with varving
secondary peak associated with the target correlation amounts of input noise and parametric variations '
pattern. This strict definition is adopted with simple the TR-TPAF noise-blocking threshold. The reszuits
threshold processing of correlation plane patterns in are plotted in Fig. 2. Only one background noise sam-
mind. A secondary peak, or shoulder, of a correlation ple was used for each data point plotted: thus the
pattern hampers such processing just as much as do values do not represent proper averages over the noise
true clutter responses. ensemble. However, the trends are readily apparent.

The use of single-sample values in the definitions of The TR-TPAFs with appropriately set noise-blocking
SIC and discrimination is consistent with the envi- thresholds sustain better discrimination and S! C per-
sioned simple threshold correlation pattern processing formance with-higher levels of input noise. As a point
and is made practical by the narrow correlation peaks of reference, the simple cosine-BPOF yields discrinmi-
characteristic of BPOF and TPAF correlation, as ob- nation of 1.14 dB and S/C of 1.95 dB with an input
served in our simulations. We note that in none of the noise level of 0.4. The absolute values are not too
cases reported was a S/C value limited by a secondary important, since they are subject to many arbitrary
peak of the correlation pattern, factors, such as resolution and choice of target and

The qualifier -properly located" is included in our nontarget shapes.
definitions in keeping with the assumed requirement The cases plotted correspond to blocking from 407 3
to use the correlation peak location determined by to 89.1% of the filter elements. In the latter case.
simple thresholding as an estitnate of target location, corresponding to a filter noise-blocking threshold of
which would be hampered if the peak location were not 0.04, the energy in the peak correlation sample using
correctly registered with the input target reference the TR-TPAF was 8.4 dB below that using the cosine-
centering point used in computing the filter. In all BPOF. Thus a major portion of the efficiency advan-
cases reported here, the correlation peak was properly tage of BPOFs relative to matched filters (typically 17
located. dB) has been sacrificed to improve S/C and discrimi-

The TR-TPAFs were made by starting with the nation performance.
cosine-BPOF computed for the gunboat pattern, Fig. Broadening of correlation peaks was observed for
I(a), and setting elements to zero if the gunboat trans- TR-TPAF correlations relative to the essentially sin-
form energy at that element did not exceed each of two gle-sample peaks exhibited by BPOF correlations
threshold values, one for each of the nontarget classes. No attempt was made to quantify the broadening. but
The discrimination threshold was defined as a trans- subjective assessment of several of the worst cases
form-ratio factor times the spectral energy of the gun- indicates at most a 2:1 broadening. Although signifi-
less boat at the frequency element under consider- cant. this is expected to have minimal impact on mosL
ation. The noise-blocking threshold was defined as a applications.
constant value expressed as a fraction of peak Fourier None of the TR-TPAFs used in Fig. 2 could provide
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Fig. 2. Plots of signal-to-clutter (a) and discrimination (b) performance of TR-TPAF correlations.

successful target location when the input noise level We postulate that the phase noise alters correlation to
was increased to 0.6, or could the simple cosine-BPOF. different digrees depending on alignment of a particu-
TR-TPAFs made with a transform-ratio factor of 0 lar noise sample with the filter function. actually in-
(i.e., giving up discrimination against the gunless boat) creasing correlation efficiency in one case as stated.
were able to provide positive S/C ratios, thus affording This is possible since the encoded binary phase filter
target location, values are nonoptimum compromise values.

An important issue for any coherent optical process-
ing system is the effect of nonideal optical components IV- C*1Ckuekm
on performance. Phase distortions in the Fourier The TPAF filter formulated using the transform-
plane (e.g., associated with aa SLM) are of particular ratio concept has shown improved discrimination and
interest. To investigate this, we introduced spatially noise immunity in simulations of coherent optical cor-
random phase errors uniformly distributed over +t45* relation. Near-term real-time implementation should
at the Fourier plane for a simulation involving a filter be relatively easy due to the simple modulation levels
noise-blocking threshold of 0.04 and an input noise required (-1,0,+1) and is desirable to verify the simu-
level of 0.4. The simulation was repeated for seven lation results. Some reduction of correlation light
different random phase sample sequences from the efficiency and broadening of correlation peaks, rela-
computer random number generator. The S/C ratio tive to BPOF correlation, was observed and is believed
ranged from 2.05 dB less to 0.28 dB greater than that of an inescapable price in trade for improvements in oth-
the corresponding case with zero phase error and aver- er performance parameters. The TR-TPAF still pro-
aged 1.81 dB less. Correlation efficiency (i.e., peak vides better light efficiency and narrower peaks than
energy) was reduced from 0.13 to 2.32 dB with an does classical matched filtering.
average reduction of 1.32 dB. The degradation of The effect of substantial (quarter wavelength peak-
correlation performance is to be expected. The large to-peak) phase distortion in the filter plane was inves-
variation over noise samples does not seem surprising. tigated for one case and resulted in significant degra-
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APPENDIX C

Design elements of binary phase-only correlation filters

David L. Flannery, John S. Loomis, and Mary E. Milkovich

The basic design elements of binary phase-only filters BPOFs) include the angle of a threshoiding !me .n :te
complex plane and the offset from a center reference point of the pattern transformed in constructing ne
tilter. These factors are analyzed. and a general formalism for the threshold-line angle variation Ls presenCed
and retated to the special cases of cosine-, sine-, and Hartley-BPOFs and to the general characteristics of ".he
BPOF impulse response. The effects of these elements )n correlation performance are investigated isinz
computer simulations with realistic target and clutter patterns. The results indicate significant, but not
major. variations of correlation performance for the cases studied.

I. Itroduect Cottrell et el.s investigated the effects of the rotated
The binary phase-only filter (BPOF) formulationL.2  component for the sine-, cosine-, and Hartley-BPOFs

has shown promise as a Fourier plane filter for coher- and found that the Hartley-BPOF was superior for
ent optical correlation in both computer simulations3  correlation in the cases they studied.
and experimental demonstrations. 4.5 The BPOF is a For even or odd functions, the phase of the trans-
particular class of phase-only filter (POF),6 .7 in which form has only two possible values which differ by -r
only the two-phase modulation values, zero and ir rad Thus it may easily be verified that the cosine- or sine-
(or equivalently the modulation values -I and 1), are BPOF encodes the exact phase (within an additive
encoded. Originally the choice of encoded value at physically meaningless constant) for those two cases.
each resolvable point in the filter plane was based on respectively, and thus comprises a true POF for those
thresholding on the real' or imaginary 2 value of the special cases. An even function can by synthesized by
computed (discrete) Fourier transform of the desired adding two replicas of an arbitrary function. one of

reference pattern. These are designated cosine- or which is rotated 180*. These coincide with the unro-
sine-BPOFs, respectively,8 as they can be derived from tated and rotated components of the BPOF impulse
cosine or sine transforms. Due to fundamental sym- response.
metry properties of the Fourier transform, these In this paper we provide a unifying formalism in
BPOFs encode information derived from only the even which the cosine-, sine-, and Hartley transforms are
or odd components of a real reference pattern, the particular points on a continuum of the angle of a
usual case. complex-plane thresholding line used to generate the

Homer and Leger 2 showed that the sine-BPOF im. BPOF from the reference transform, and we analyze
pulse response approximately comprised a superposi- the relationship of Fourier, input plane, and impulse
tion of two edge-enhanced replicas of the original ref. response variations associated with variations of this
erence shape, one aligned as in the reference scene and angle. We note that variations of the thresholding-
one rotated 180 . The same behavior is observed for line angle have already been used to optimize BPOFs
cosine-BPOFs. The edge enhai cement is an expected by Kallman 9 To provide a practical assessment of the
characteristic of any phase-only filter. Correlation effects of this design parameter we have performed
with the 180 ° rotated component amounts to convolu- correlation simulations using realistic imagery on a 256
tion and fortunately results in little degradation of the X 256 sample format. These results are presented and
desired correlation peak in many cases of interest, interpreted.

U. WOP ow Oor Ekmuwf
We consider the effects of two design parameters:When thin ,work was done all author were wth Univerity of reference pattern centering and thresholding-line an-
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,M _transform instead of the positive value normally
0 in the sine-BPOF definition, a trivial difference

Now consider a real 2-D pattern (x) with Four:.t
transform F(k). We know that the transform i-i
rotated 180*) is F(k). If we synthesize a new patter"

_E consisting of a superposition of 1800 rotated and
phase-shifted versions of f/i, i.e.,

O'X) a exp.'f(X_ + exp- 'f(-X-).

the corresponding Fourier transform is

F4) = exp'F4 i + exp" 'F*f
Fig. I. Conventions defining thresholding line angle in complex This can be simplified to

plane.
P -?[F. cosio, - F sinkiI

impulse response of the resulting (computed) BPOF where the dependence of k has been made implic:t
exhibits two 180 ° rotated replicas, and the relative We note that this transform is real, and the cosine.
positioning of these is given by the centering offset BPOF for this transform would be determined by
chosen.2 We refer to the rotated components as the thresholding on F' [Eq. (4)].
correlation (presumably desired) and convolution Now compare Eq. (1) with Eq. (4). If we make the
(presumably undesired) components. The relative correspondence 8 - o, exactly the same BPOF pattern
positions of these components determine how the cor- is being defined. Thus we conclude that the BPOF for
relation and convolution responses overlap. This a given pattern made using a TLA of 6 is identical to
overlap can enhance or degrade important perfor- the POF for a pattern comprised of the sum of the
mance parameters such as correlation peak value and original pattern and its 180 0-rotated replica superim-
the ratio of correlation peak to other correlation plane posed with *8 relative phase shift.
values (called clutter responses), as has been pointed This analysis is valuable in two ways. First, we see
out.8 The effects are strongly dependent on the na- that the previously defined BPOF types (sine, cosine.
ture of the particular reference and input patterns Hartley) may be viewed as three points on the continu-
involved. Thus the best design procedure is probably um of TLAs applied in constructing the BPOF. There
to try to anticipate these effects based on an intuitive is no fundamental or practical reason to restrict BPOF
understanding, as just outlined, and to choose the in- designs to one or more of these particular points. Sec-
put pattern offset accordingly. Several design itera- ond, the relationship 3hown between the BPOF made
tions using a computer model to simulate correlation with a particular TLA and a POF made for a synthe-
performance with varying offsets would be appropri. sized input of 180*-rotated and phase-shifted compo.
ate. Correlation peak location is shifted in accordance nents suggests an intuitive approach to predicting the
with the filter shift design parameter, and this offset impu- :esponse of the BPOF.
must be treated in interpreting the correlation result We know that the impulse response of a POF is an
for location estimation.2 The required correction is a edge-enhanced replica of the reference pattern used to
known translation, but the situation becomes compli. construct the POF. Applying this concept allows us to
cated if the designer wishes to use the convolution predict intuitively the impulse response of a BPOF
response to recognize 1800 rotations of the target pat. (made with a particular TLA). We would expect to see
tern, since the shift correction is opposite for that 180*-rotated edge-enhanced replicas of the reference
response, and there would appear to be no way to pattern, and in those areas where the replicas exhibit
ascertain which version of the target pattern led to an little overlap we would expect them to have phases
observed correlation-plane peak. equal to *TLA. The latter prediction is purely intu-

itive. The nonlinear operations implicit in POF gen-
B. Thrshold Angle Effects - eration preclude a simple analysis to verify it. Howev-

Figure 1 indicates our choTce of convention for defin, er, we have investigated this effect experimentally.
ing the TLA in the complex plane. Thresholding a Figure 2 shows BPOF impulse responses for a tank
reference pattern's Fourier transform based on this image used later in' our studies. The magnitude-
line generates the BPOF as follows: squared of the impulse responses was thresholded at

fao BPOF an arbitrarily chosen level and plotted. BPOFs and
F, coI) - F srint) 1<0: BPOF - -1 ) impulse responses for TLAs of 22.5, 45, 67.5. and 90

were computed. The figure shows two of these cases
where F, and F, are the real and imaginary parts of a corresponding to two different centering offsets and
Fourier transform value. TLAs. The effects of TLA variations, primarily ex-

The choice of 0, 45, and 90* for 9 may easily be hibited in phase, are not r-ronounced in magnitude-
verified to correspond to the cosine-, Hartley., and squared plots; however, the figure is marked to indi-
sine-BPOFs, respectively.8 (In the 90* case, thresh- cate some of the locations where the phase of the two
olding is on the negative of the imaginary part of the replicas was computed. The measured phase varied
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. . . ,Fig. 3. Typical correlation plane result, plotted linear in intensit.

ta)

7t

• .; .. Fig. 4. Input scene for first series of simulations showing target
tank and background clutter.

Discrimination is the ratio (usually expressed in
decibels) of the energy (magnitude-squared) of the

jb) desired (target) tank's correlation peak sample to the

Fig. 2. BPOF impulse response of tank target pattern for two highest such sample value located within the outline of

different centering offsets. The arrows indicate some of the points an undesired (nontarget) tank. (This metric applies

where phase was computed to explore its variation with TLA. only in cases including a nontarget tank in the input. i
The S/C ratio is the ratio of the desired correlation

peak energy to the next highest sample value anywhere
in the correlation plane, excluding those assigned to a

from the intuitive prediction (*TLA) by only 1.86* nontarget tapk, if present.
rms ( 4.7 in the worst case) over the four TLA cases. Horner efficiency is defined in a simple modified
The standard deviation of measurements for a particu- sense as the fraction of the energy incident on the filter
lar TLA case varied from 0.08 to 2.2". We believe plane which is present in the single desired correlation
these thirty-six phase measurements involving four peak sample. This simplified definition is reasonable
TLA values offer strong support for the intuitive pre- because these correlations, as do POF and BPOF cor-
mise. relations, in general, exhibit peaks which are essential-

The enhanced ability to predict impulse responses, ly only one sample wide. Figure 3 is a typical correla-
including phase in nonoverlapping areas, afforded by tion output using a vertical scale, which is linear in
the above analysis and empirteal observations, should intensity (magnitude-squared).
aid the design of BPOFs with regard to centering and In a first series of simulations, only a single target
TLA parameters. tank was used (see Fig. 4), and the emphasis was on S, C

*. Pa..betridy o o@u*u Efest Wrm performance. A second series used a different terrain
background. and a second tank of a different type was

To study the effects of the two basic BPOF design added to enable discrimination to be measured ,see
elements, we computed simulated BPOF correlations Fig. 5). In all eases the isolated image of the tank in
using FFT algorithms on a 256 x 256 sample format Fig. 4 was the target, and BPOFs were generated using
using actual tank images superimposed on actual ter- its transform.
rain backgrounds. A total of forty-six correlations
were simulated to investigate parametric variations of A. Signal-to-Clutter Variations
centering offset and TLA on correlation performance Figure 6 is a scatter plot of the S/C ratios for the first
factors including signal-to-clutter (S/C), discrimina- series of simulations. The plot summarizes the effects
tion, and Homer efficiency.10  of both centering (five different shifts) and TLA five

The performance terms are defined: angles spanning 0-900). Note that TLA effects are
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Fig. 5. Input scene for second series of correlation simulations.
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Fig. 6. Scatter plot of signall-to-clutter ratio 1dB) for first zer:es
theoretically symmetric about TLA - 00. Changing Centering shifts are designated by N-S-E--W directions ana are
the sign of the TLA causes only a uniform phase measured in units of samples on a 256 x 256 format.

change in the resulting correlation function, and this is
of no practical consequence. Thus 0-90* is a maxi-
mum nonredundant range for TLA. This was verified
by several correlations performed with negative TLAs, a

which yielded results exactly identical (in intensity) to "
their positive TLA counterparts. The centering shifts .
are expressed in numbers of samples on the 256 X 256 s.s
sample format using an east-west-north-south (E- 4
W-N-S) convention. s

First, we note that the entire data set exhibits only a a

minor dependence on either centering or TLA; the ,..
standard deviation of S/C over all the data is only 0.5
dB compared to an overall average value of 7.72 dB. o 0 10 20 30 40 50 60 70 SO 90 'O
Averaged over all centering shifts, the values range Thrwaw Ove
from 7.33 to 8.30 dB as a function of TLA. Averaged
over all TLAs the variation with centering shift is even o @E32 -WS. w25 .s2 .W0
less: 7.59-7.89 dB. In spite of the above, the eye does Fig. 7. Discrimination (dB) between tanks measured for second
tend to perceive a systematic trend in which S/C is series. Centering shifts are designated by N- .E-W directions &na

highest for a TLA of 67.50. We suspect that this is are mesured in units of samples on a 256 X 256 format.

particular to the specific patterns chosen for correla-
tion rather than a general result. If the result is taken than at 0 apd 90*. Variation with centering shift
to have any significance, it is interesting to note that (averaged over TLA) is again small: 5.45-5.80 dB.
best performance occurs for a TLA differing from any We know no explanation for either the best average
of the previously defined BPOF types. The TLA of discrimination for a TLA of 67.5* (which was only
67.5* is midway between the Hartley- and sine.-BPOF slightly better than at 450) or for the reduced data
cases. spread for Hartley and 67.5* cases compared with the

Considering the relatively small standard deviation sine-BPOF and cosine-BPOF cases. We note that the
of all the S/C values the only conclusion supported by latter effect may be related to the mixture of odd and
these data is that significant, but not major, variations even target pattern information encoded for TLA an-
occur with TLA, and no signfcnt variation with cen- gles other than the cosine and sine BPOF cases.
tering is exhibited. The TLA variation may be opti-
mized near 67.5* for the specific pattern correlated. C. InptA Shft Effects

Although not a BPOF design issue, we were curious
B. Disc i Vflatio as to the effect on discrimination of shifting the target

Figure 7 plots the discrimination results computed tank location in the input scene (see Fig. 5) The
from the second series of simulations using the input target tank was shifted fifteen samples north and fif-
scene shown in Fig. 5. These results seem more scat- teen samples west, and correlations were simulated
tered than the S/C results, yet the standard deviation with BPOFs made with zero centering shift and for
over the entire set is still relatively low: 0.65 dB coin- four values ofTLA: 0,22.5,45, and 67.5*. The results
pared to an overall average discrimination of 5.56 dB. were quite similar to those of the corresponding simu-
Variation with TLA (averaged over centering shift) is lations with the tank not shifted. Average discrimina-
from 4.83 to 6.03 dB, the latter corresponding to 67.5* .  tion was 5.14 dB compared with 5.56 dB for the un-
The spread of values is noticeably less at 45 and 67.5' shifted cases.
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o oer Efficiency Hartley and sine points in some cases. -",.

The Horner efficiency ranged from 0 011 to 0.026c' submission of this paper we learned of an alternate ano

over all the simulations performed. with no systematic apparently equivalent formalism for treating TLA

dependence on filter design parameters discernible. variations called the generalized Hartley :iter.

*Since the BPOF passes all the light incident in the Centering shift was the other design parameter

:lput pattern Fourier transform. the Homer efficiency studied, and our results show insignificant dependerce

5so gives the fraction of input scene energy. which is of correlation performance on it for the cases studied

concentrated in the correlation peak sample. For Analysis yielded a simple interpretation of the im-

these scenes the average energy per sample was about pulse response of BPOFs made with various TLAs nt

the same for the tank target and backgrounds. Based terms of POFs made with inputs synthesized by super.

jn the size of the tank. -5% of the total input scene imposing two 1800 -rotated and phase-shifted repitca

energy was included in the tank. Thus the observed of the original input function. This provides intuit:'. e

Horner efficiencies correspond to 0.22-0.52% of input understanding helpful in predicting the impulse re-

target energy appearing in the correlation peak sam: sponse of the filters. and experimental results ver~tiea

ple. these intuitive expectations.
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APPENDIX D

New Formulations for Discrete-Valued Correlation Filters

David Flannery, John Loomis, and Mary Milkovich
The University of Dayton Research Institute

Dayton, Ohio 45469

ABSTRACT

Ternary correlation filters, which encode modulations of -1, 0 and + 1, may be viewed as a logical step beyond binary
phase-only filters. Both formulations are motivated by the prospect of relatively simple real-time implementation
compared to full complex matched filters. The sero-modulation state of ternary filters affords additional flexibility
and control in filter design. In particular both enhanced nontarget discrimination and reduced distortion sensi-
tivity, relative to simple binary phase-only filters, can be achieved simultaneously as demonstrated by correlation
simulations reported here.

1. INTRODUCTION

Binary phase-only filters (BPOF) are well known in theory and practice 11,21. They offer good basic correlation
performance including narrow peaks, high efficiency, and good discrimination due to intrinsic high frequency ein.
phasis relative to matched filters. Practical advantages of the BPOF include reduced information content, allowing
efficient digital storage of many filters, and availability of a spatial Light modulator (SLM) well suited to real-time
implementation of the filter (2,31.

Practical application of real-time correlation demands filter designs which provide distortion invariance while
maintaining sufficient discrimination against nontarget patterns; this defines the "smart filter' problem. Sart
filters, such as synthetic discrimination function (SDF) filters 141, have been defined for continuous-valued encoding
using linear algebraic formulations, but these approaches are not rigorously applicable for BPOF formulation due to
the implicit nonlinearity involved in BPOF generation. Recently the filter-SDF (fSDF) formulation 15,61, based on a
simple iterative solution, was reported and appears to provide a viable BPOF version of the SDF. Correlation peak
responses can be forced to take on a specified pattern over a set of training images (although convergence of the
iterative procedure is not guaranteed for any arbitrary pattern), thus affording a technique for designing distortion
invariance and outf-class rejection into a BPOF. Kallman 17,81 also has reported impressive distortion-invariat
BPOFs with good clutter rejection, although his recipe appears to be.computationailly intensive compared with
the fSDF-BPOF and techniques to be reported here.

We have previously reported the ternary phase-amplitude filter (TPAF) concept and initial simulations using a
Otransform-ratio technique which demonstrated enhanced discrimination against noise and nontarget patterns 91
To review, a ternary filter encodes the modulation values -1, 0, and +1, i.e. it implements a sero-modulation state
in addition to thoe* of the BPOF. The rationale for expecting improved correlation performance as a result of
intelligent use of the sero-modulation state is as follows: A BPOF passes all the Fourier transform energy from the
input scene since its modulation has constant unity magnitude. Thus both desired (target) as well as undesured
(nontarget) energy is passed to the correlation plane where the noutarget energy can have only detrimental effects mt
correlation performace. This sets fundamental limits on the performance of any BPOF filter, smart or otherwise
Typically, target and nontarget transforms exhibit spectral energy concentration patterns which are distinct The
sero-modulation state can be used to block energy in those regions of the spatial spectrum which contai higher
ratios of nontarget to target energy, which should improve correlation performance.

The transform-ratio TPAF (TR-TPAF) previously reported 191 is a siuple embodintent of the above concept
The starting point is a BPOF computed for a target pattern. Then :ero-ntodulation is set for selected frequency
plane elements based on the ratio of spatial Fourier spectral energies of the target to that of one or more .m.-
target patterns. In the previous work two nontargets were oefined" white noise and a specific notitarget obJect
Two transform-ratio thresholds (one for each nontarget type) are thus involved i filter formulatiou, and seive -o
adjustable parameters to optimise the filter for an application.

Simulations reported [91 indicated significantly better noise and nontarget discrimination for the TR-TPAF
compared with a simple BPOF for the patterns studied. However, that TPAF formulation addressed only Unprovei
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discrimination. Distortion invariance was not addressed, since the initial BPOF pattern was made for a s;iiple
single view of the target object. We have developed TPAF formulations which combine the ideas used in the TR.
TPAF and the fSDF-BPOF formulations to yield both improved discrimination and reduced distortionl sensitivity
These formulations will be reported here along with simulation results demonstrating their efficacy.

2. FILTER-TERNARY PHASE-AMPLITUDE FILTER FORMULATION

The fSDF.BPOF [5,61 is a BPOF generated by thresholding on a composite Fourier transform consisting of a
weighted sunt of training set transforms. In the reported iterative formulation, the weighting coefficients xre simply
adjusted until the correlation peak intensity pattern across the training set matches the prescribed pattern within
a specified tolerance. In each iteration the Ad Hoc iterative procedure involves adjusting each weight in proportion
to the amount by which the correlation peak intensity for the corresponding trainuig set component differs frnm
the prescribed pattern. Iteration is stopped when the correlation peak responses across the training set match the
desired pattern within the specified tolerance.

Our new ternary filter formulation, which we have labeled the "fTPAF", combines the fSDF-BPOF idea just
described with the transfornt-ratio ternary filter concept (TR-TPAF). First a zero-modulation pattern (essentially
a binary magintude mask) is formed using the transform-ratio technique already described. Then the identical
fSDF-BPOF iteration technique is used to force equal correlation peak response over a training set. The differe,ice
is that the (ternary) filter pattern is defined as the point-by-point product of the BPOF-thresholded composite
transform and the (ixed) binary magnitude mask, (and this filter is used i,, evaluating correlation peak responses
at the appropriate point in the iterative cycle).

The mathematical description of the fTPAF is:

rrPAF(., f,) = BPOF(Zc,,df,)) M(ffv),

where f and f, are spatial frequencies, n denotes a training set component, c. is a weighting coefficient, F,, is a
-spatial Fourier transform, and M is the transform-ratio binary magnitude pattern. BPOF{) denotes the operation
of generating BPOF values by thresholding in the complex plane of the transform value.

Note that the mathematical cascading of the binary magnitude and phase components has a direct physical
counterpart - the TPAF could be implemented by cascading binary-namplitude and binary-phase modulating S LM 's.
if practkally preferable.

3. SEMULATIONS OF fTPAF PERPORMANCE

Figure I shows binary target and nontarget shapes used in a first series of computer simulations performed using
discrete Fourier transforms over 64by44 sample arays. The upper image of a crescent wrench was taken as the
target. The lower pattern is the binary image of an adjustable wrench. The apparent widening of its handle near
the end is exaggerated by the conversion process which produces the binary image from the original continuous tote
image. We investigated correlation performance of several Biter formulations in terms of both discrimination (target-
vs.-noatarget) and sensitiviy of turg correlation peak intensity to in-plane rotations of the target. Rotations were
performed digitally in an energy-preserving manner which resulted in non-binary images. The initial use of binary
images was incidental, having no relationship to the types of filters under investigation.

Four types of filters were investigated: simple BPOF, TR-TPAF, f5DF-BPOF, and fTPAF. The simple BPOF
filter was formed by thresholding on the real part of the Fourier transformn of the target object pattern, compruitt
a coine.-BPOF.

A binary magnitude transform-ratio mask pattern was formed by comparing the spectral energies of the taritet
and nontarget wrench image using a threshold ratio of 0.4, ie. a spatial frequency element was set to zero-
modulation if nontarget energy exceeded 0.4 times target energy This re.lted in 65r of the elements being et t,
zero. This mak pattern was point-by-point multiplied tine; the te4iple BPOF pattern to yield a TR-TPAF filter

An IJDF-BPOF filter was formulated using a training fet of fve in-plane rotations (-4, -2, 0, -2, and -4
degrees) of the target wrench and forcing convergence to =10o% uniformity of correlation peak intensity over the
set. The choice of two-dore increments was based on the observed rotation sensitivity of the simple BPOF filter
which was *2.2 degrees for a 3 dB drop in correlation peak intensity. Convergence required 11 iterations.
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Figure 1: Inputs for first series of correlation simulations.

An fTPAF was formed using the same binary magnitude mask defined in constructing the TR-TPAF and tile
same in-plane rotation training set used for the fSDF-BPOF. Convergence to *10% uniformity was obtained i-i six
iterations.

Correlation plots, linear in intensity, for these four filters with the input image shown in Figure 1 are presented I i
Figure 2. The filters were compared quantitatively on the basis of three metrics: rotation sensitivity, discrimliatioit.
and correlation efficiency. These metrics musg be defined.

Rotation sensitivity is defined in terms of the angular span over which target correlation peak is within 3 dB of
its maximum value (expected to be *A sero-degree rotation). Discrimination is the ratio of the target correlation
peak intensity (magnitude-equared) to the highest sample intensity associated with the nontaret crosscorr elation
pattern. Correlation efficiency is defined as the ratio of the target correlation peak sample energy to the total target
image energy in the input, i.e., the fraction of target image energy which is delivered to the correlation peak Saimple
This definition is meaningful for the correlations reported here which %Ihbit the narrow, near diffraction-linited.
peaks characterisltic of BPOFr correlations.

Table 1 suinmariss the performance of the four filtrs. The TR.TPAF filter provides the highest discrinlination1
but has about the same rotaions sensitivity as the DPOI. The fSD V-DPOF has decreased rotation sensitivity, by
at least a factor of thre relative to the DPOFP, but with a sacrifice of several dB of discrimination. The f7TPA F
has about the same reduction in ration sensitivity as the fSDF.BPOF and also provides better discriminatioii
than the BPOP. In cases where a ramp of values is given, dilferent values were obtained depending on rotations
of both the target and inoetarget over a *4 degree range, which was done to more thoroughly test the filterv The

rotation range of the ISDV-DPQF and ITFAF may have been more than 12 degrees, as testing was done only out.
to *6 detgrees.

The secondary target and nontarget peaks located to the right of the main responses aue believed to be an art f ic

of BPOFs and TPAF9 resulting from the intrinsic superimposed 180dogee rotated impulse response componletit
combined with choice o( centering of the tart when making the filter. The target centering was near the left
(larger) end in this case so the su~peAk reult A a sh for which the 180-degre rotated component acile'deg
maximum Overlap with the input target.

We did not attempt an fSDF-DPOF trained both to reduce rotation sensitivity and reject the nontarget wrentch
This should be done for the sake of compleute, Since that filter would address both distortiom-iuvariance -m
discrimination goals as does the (TFAF. We speculate the fTPAF has fundamental advantages due to the ter--
modulation state but cannot claim this until a direct comparison is available.

The correlation elicisacy is degraded by any of the smart filter formulations, and is generally poorer for 'It

ternary filters. This in a natura result of blocking a large portion of the filter plane through ser-miodulatloll
D-3
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Figwvr 2: Correlation plots, (a) BPOF, (b) TR.TPAF, (c) fSDF-BPOF, (d) rrPAF.
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Tabi. 1: Swmma of ltar performance for first series of simulation.
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Figure 3: Inputs for second series of correlation simulations.
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Table 2: Summary of flter performance for secona series of simulations.

and must be viewed as the price paid for improved overall discrimination and distortion invariace. The practical
implications of the lowered efficiency for experimental implementamion remain to be assessed.

The case just discussed was not a chalenlging one in terms of discrimination since even the simple BPOF
exhibited ample discrimination. Therefore a mare difficult case was contrived using the same target wrench with
modified nontarlet. The new nontarget wrench was identical to the target wrench excet for one end; see Figure
3. Only the BPOF a"d fTPAF Biters were formulated for this case. Table 2 summaries their performance Tile
(TPAF was able to incease discrimination signiftcantly over the marginal value exhibited by the BPOF while aihmo
reducing rotation sensitivity by a lV factor. However a transform-ratio of 0.5 was necessary with attedatit
blocking of 88% of the Fourier plane area. The correlation efficiency of this fTPAF is extremely low, raising serious
questions concerning its prospects for practical implementation. It would appear that we have asked too much of
a single filter in terms of combined discrimination and distortion-invariance for this difficult case.

4. CONCLUSION

A new ternary correlation liter formulation, the ITPAF, which combines the discriminaton-enhancemet ,tech.

anism of transform-ratio ternary flter. and the distortion-invariance approach afforded by the fSDF-BPOF, h.u
bee defined. Computer correlation simulations have supported the viability of the new formulation, including
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its capability to provide combined discrimination and diutortion.invariance superior to several other formulations
tested. More extensive tests involving a wider variety of subject patterns and other cnivipeting filter formnitlations are
required for a definitive assessment. Nevertheless the fTPAF appears to comprise an attractive filter design option
and should be amenable to practical real-time implementation because it involves only three discrete modulation
levels.

5. ACKNOWLEDGMENT

rhis work was supported by Air Force Rome Air Development Center contract F 19628-87-C-0073.

6. RJ FZRZNCES

1. J. Horner and H. Bartelt, 'Two-bit correlation," Applied Optics 2d, 2889 (1985).

2. P. Keller, D. Flannery, S. Cartwright, and J. Loomi, 'Performace of Binary Phase-Only Correlation on
Machine Vision Imagery,* Proc. SPIE ZZ, 257 (1966).

3. W. Roes, D. Psalti, and R. Anderson, Two-dimensional magneto-optic spatial light modulator for signal

processing,' Proc. SPIE 341, 191 (1962).

4. V. Sharma and D. Casasent, 'Optimal Linear Dicriminant Functions,* Proc. SPIE W.9, 50 (1984).

5. D. Jared and D. Ennis, 'Inclusion of Filter Modulation in Synelhetic-Discriminat-Functioa Construction,'
Paper MA-7, Optical Society of America Annual Meeting, Rochester, NY (October 1967).

6. D. Jared, D. Enni, and S. Dreskin, 'Evaluation of binary phase-only filters for distortion.invariant patera
recognition,' Proc. SPIE AM4, (1966, to be published).

7. R. Kaltman, 'Optimal low noise phase-only and binary phase-only optical correlaion filters for threshold
detectors,' Applied Optics 21, 4216 (1966).

8. R. Kaltman, *Direct construction of phase-only correlation filters," Applied Optics 2&, 5200 (1987).

9. D. Flannery and S. Cartwright, 'Optica[ Adaptive Correlator," Proc. Third Annual Aerospace Applications
of Artificial Intelligence Conference, Dayton, OH (October 1987).

D-6

W- Vo in $3 &W w peOal Sftoe Aowessraelo MW Pow" ftespuiI (1Iim



APPENDIX E

Transform-ratio ternary phase-amplitude filter formulations
for character recognition

Mary L. Milkovich,' mIUSER SPRE Abstract Five types of discretei-valued correlation filters, including
David L Flannery binary phase-nly and ternary phase-mplitude types, were tested in
John S. Loomis, mEmsER sPmt simulations addressing specific character recognition probl: n3. The
University Of Dayton filters were evaluated for classification accuracy and correla. on eff i-
Research Institute ciency. Transform-ratio filter ternary phasie-amplitude filters provided
Dayton, Ohio 45489 the best classification performance but also the lowest correlation effi-

ciency.

Subject terms: optical signal processing; ternaryv phase-m 0iitUO filter: Corr*08-
NiOR; Character recognition.
Optical Engineering 28151487-493 (May I MA

CONTENTS trically programmable SLM, making the use of these filters
I . Introduction very promising for real-time applications.
2. Background It is well known that correlation filters, especially Phane-
3. Filter type investigated only filters, created from a single reference image are very
4. Simulation results sensitive to distortions of the input image relative to the

4.1. Character imagery and computer Software reference image.' The "smart filter" is a filter designed to
4.2. Defnitions of filter performance merc achieve overall superior performance over a single-
4.3. Character recoglntion stde reference-image filter in the areas of distortion invariance

5. Conclusion and discrimination. Several smart filters have been designed
6. Acknowledgmnt for complex spatial filtering, such as lock-and-tumbler,'
7. References spatial-temporal correlation,$ and other linear composite

1. INTRODUCTION filtes.9"4 The work of Kumar et al.12 illustrates the funda-
mental trade-off between distortion invariance and dis-

This paper investigates, by simulations, the performance of crimination for composite correlation filters. The smart
several discrete-valued correlation filter formulations ap- filter design issue is to create a filter that will optimize this
plied to a particular character recognition (discrimina~tion) trade-off. BPOFs created from the phase of some of these
problem. Such filters, which encode only two or three complex-valued filter functions have shown improved per-
discrete Phase and/or amplitude modulation values, ar formance over a simple SPOF fllter.13 Smart filter formula-
motivated by considerations of nea-term. practical impie- tions specifically created for the POF and BPOF recently
men cation. Real-time correlators using such filters show have been developed. 14-6
promise for both military (e.g., automatic target recogn- The BPOF, regardless of its formulation, passe all of
tion) and commercial (e.g., robotic vision) applications. the energy at the input plane of the correlator (including

2. 3C~GRUNDnontarget energy) to the output plane. The best that the
2.11CKGRUNDBPOF can do at reducing the correlation response to a non-

The binary Phase-only filter (BPOF) is a discret-valued target input is to evenly distribute the corresponding energy
filter that has shown promising performance in both comn- across the correlation plane. This places a fundamenta) limit
puter simulations and cmies.1'4 The IPOF exhibits on the signal-to-noise ratio that this filter can achieve.
desired correlation characteistics such as narrow correla- Recently, the discrete-valued transform-ratio ternary
tion peaks and high Homert efficiencies.' Unlike complex phase-amplitude filter (TR-TPAF) was developed to address
valued filters, BPOFs can be implemenoted in a real-time ex. this problem.'? The TPAF is a simple extension of the BPOF
perimental correlator using existing programmable spatial that encodes the filter element values - 1. 0, and 1. The TR-
light modulators (SLMs), such as the Litton/Semetex TPAF is based on the concept that the zero-modulation
magneto-optic SLM.3 Since the BPOFs are binary (encoding state will be used to block spatial frequencies that carry
the values I and - 1), several thousands of filters can be mainly nontargelt energy and would otherwise contribute un-
stored in digital memory and rapidly sent out to the ele- favorably to the desired correlation response. Initial in-

vestigations of the TR-TPAF have shown good correlation
Preen afiiaion EstankoakCo. PdeI ysem Diison Rchs- results." Most important, near-term experimental im-

Otsr. iiain Eatu oa o.Fdm~sm iio.Rcel plementation of the ternary filter is promising. The TPAF
ler. NAcan be thought of as the simple application of a binary-
lnvnd PperIA-lS rmsvi Nv. I. 155;~ ~amplitude mask to the BPOF. This can be realized ex-

Feb.~ P.19apte ro-10 pbican. F. ; reisW m, citfliilv perimentally by cascading two SLMs, one operating in the
Z19011 Societ of PhosoOpial Imummfaia Enlaism. binary phase-only mode and the other in the binary-
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ampittde ad. Sd temaneo-optWc and the ferroelec-
tic liquid crtal"s device ane capable of binary-amplitude E E F
modulation. The magnato-optic SLM has a third mnodula- aazu YRKm (NY-9i ?:rr)*Y (Tr - 9 4
ion stse,' which may provid the @-iinmodulatiofl state. 9 E R
3. FILTER TYPES 0NVUIGATED iCWtiS meP-i GvNZ& (=-9) , -R

Five type of discete-vahud correlation filters were in-
vestgated in these studies: the SPOF, the Th-TPAF, the EL
projection synthetic discnaimant function RPOF (pSDF- CPMN 4C1-I) MANVA~TAN (10-1t
BPOF) the filter *synthetic discriminant function SPOF
(fSDF-BPOF). and the filter ternary phase-amplitudie filter E E
(TPAF). The BPOF has two deign parameters that may be
used to optimie performance, the centering offset and th 5?h8?LUT (SF-I) PEUC= fP-2) N
threshold line angle (Tt.A) uin the Fourier plane to setEEB
the binary Phane states.9a o all filters investigatedinE1B
these studies the reference images were centered on-ais in STrrR (S?..I SAIGOIN (IC-Z) ?
the reference Image plane (zero offset), and the TLA was
4S,0 defining a Harley-BPOF3

To create a TR-TPAF, a binary-amplitude mask was ap. ORA 09 MDzo S-)N-plied to a sim-ple DPOF. The binary-amplitude mask was CUXA (D)S)OIO (OK
created using the transform-ratio technique."1 The zero-
modulation state was sat by thresholding on the ratio of the
statitically defined poe pcr fni-lnadi u- OLS WL-1 PJ.WIS) WIV-I) 4
of-clss image at echb spatial frequency. The elements of
the mask were set as follows: if the power spectral density ofET
the in-clans ensmble exceeded that of the out-of-clans

signed the value of unity (corresponding to a filter-element
value of - I or I according to the MPF formulation),;1 E cr -CuLSS

Otlerwise, it was set to zero. ss1111 m-9) 113OWa Its-I)
Th. thrd filter studied was a pSDF-BPOF. A pSDF- IICAI

BPOF is created from a complex-valued pSDF. or equal-
correlation-peak SDF, filter.' The creation of a pSDF- W1 a "8 o nth fwcwnontmsut
BPOF from a complex-valued pSDF results in a different I.teeesersegtlntu.
filter function; hencer, this filter is not expected to mneet the
goals set for the original pSDF filter. evaluate the performance of the ive discrete-valued ffiters.

The fourth filter studied was the fSDF-BPOF.'s This This study consisted of three Phases. The first Phase
filter, unlike the pSDF-BPOF, include the SPOF modula- evaluated toe performance of a DPQF made from a single
tion in its formulation and use iterative techniques to solve character and the use of a TR-TPAF to increase the out-of-
nonlinear equations for weighting coefficients of com- clan discrimination. The second phase had two parts: (1)
ponents of a composite transform, from which the BPOF is the use of LSDF-BPOF and pSDF-BPQF formulations to
generated. Initial investigations of this flit. have shown creaic filter designed to give equal-peak correlation
promising results."6 A major limitation of this formulation response using only ia-class training, and (2) the use of a
is that the iterative solution my not convere TR-ITPAF andl PSDF-IPOF to maintain equal-peak cor-

The fifth type of filter investigated was the TR-f TPAF. relation response within the in-clan trining set while
This filter formulation Is shilar to the fSDF-3POF except a discriminating against out-of-clans characters, using both in-
constant binary-amplitudes mask (formulated using the clan and out-of-class training. In the third study Phase, the
transform-ratio technique) is incorporated into the TR-rrPAF aind the pSDF-BPQF formulations were used
nonlinear equation, whs is solved iteratively for the with a different training sot to crate ralters with the same
weighting coefficient that determine the binary phaese pat- goa a the previou filters.
tern.v

It should be noted that all of thee fiters provide space- 4.1. Chedwummr I~u MW esmpiur software
inaet o frm= imagest il represntin eaece in-aassing The characters used in these investigations were taken from
at less iae statst (oexpectedum oldetofton and an Apple Macintosh computer. Several different (oaits ofat eas a tatstial pow spcuu) kowldgeof bg x- t character E and other characters from the New Yorkpected out-of-class patterns. Thee constraints ane typical of font were used. Figure I displays all of the characters used insmart filter formulations for clan disacimtination."'I these investigations. The characters were 24 point bold and

4. SIMIJATION RESULTS were generally I I pixels high.
A 64-by-64 sample fast Fourier tansform (FM7 and

A specific character recognition problem was defined and other opea tions were performed to simulate optical correla-
simulations of optical correlation were performed to tion and to analyze and display the correlation results.

4W6/OTCLE4I4EWG a 16/V1 3N. E-2
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TABLE 1. Csnaistbn Pstt11101nss of the tested filters "aeno twoOnWfCtr Inputemes

Out-cf.clasa Filter % pixels Horner Discrimination
study tramnin soe type zerod offIcienicy (dB)

1 111 NYEBSPOF NA 6.30 1.81
IN PI-E SPOF NA 7.10 4.80

1 y NY.! TPAF 20.26 0.03 5.34
1y Pt-E TPAF 90.25 0.10 > 00

2 N tSOF.SPOP NA 10.79 1,39
2 N PSOF4SPOP NA 8.40 1135
2 y VTPF 71.36 0.27 3.14
2 Y pSOF-SPOP NA 6.81 1.73
3 V ITPAP ,84.23 0.16 3.21

3 y TPAP 86.49 0.07 424
3 V pSOF-P.P NA 2-52 0.85

TABLE 11. Clasefflcatfien (dteemlnatlen) pseMeane o tM tested fliters.

Filter Out-of-cian, % pixels % correct in-class %s fale alarms per % correct on-class
study type training st Zeroed par in-ci5s inputs out-of-cIS5S Inputs par training set

1 NY-! SPOF N NA 11.11 12.50 NA
1 1144 SPOF N NA 5.8 0.00 NA
I NY.Z TPAF Y 18 50.00 0.00 NA

1 PF4.9TPAP V 90.28 5.56 0.00 NA
2 ISOIP-911,OP N NA 100-00 62.50 100.00
2 pSODP4pop N NA 72=2 62.50 56.33
2 fYPAF V 71.36 100.00 0.00 100.00
2 PSOFUspop V NA 77.77 50.00 66.67
3 I TPAP Y 54.23 6000 0.00 100-00
3 fTPAF Y I.48 6000 0.00 100-00
3 pSOF-OPOP V NA 26.67 12.50 50.00

W (owl

FWg 4. Csretlsns loo" go MV Mle of t~pe (a) @POP slfd 0) TR-TPAF. The INPW 565 hisluii fte NY! and NY-F. The for Wet
Peek Is t"e NY.! suessnelmsa

forroance of the TR-TPAFs for the NY..E and the P1-K. As first input seewas the NY-K, while for the second input
the plots indicate, ther application of the binery-amnplituide see it was the P1-K. The correlation response of the BPOF
mask to the SPO~s significantly improved the iscrimina- and TR-TPAF for the NY-E with te first input scene is
tion against the NY-F character by mort than 3 dB. The NY- shown in Fig. 4. The discrimination for the SPOF was only
E Th.TPAF, although not designed tw do so, increased the 1 .81 dD. while the TR-TPAF produced discrimination above
number of correct in-class responses from two to nine. 5 dB. The correlation plane for the TR.TPAF exhibits In-

The DPOFs and the TR-TPAFs were tested with two in- creaised noise around the correlation peak response comn-
put scenes, both containing one in-clans character placed in pared wit'% that for the BPOF. However this should not be
the frst quadrant and the out-of-class character, NY-F, a problem for character recognition bemause an area (e.g..
placed in the fourth quadrant. The in-class character for the the size of the character) may be defined around the center
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location of the character in which the maximum correlation
response must fall to be considered a correct in-class correla-
Lion response. WE-

Another important metric is the Homer efficiency. To nw- ,  i

create the TR-TPA~s, the transform-ratio method zeroed . WESIm i
90.28% of the filter elements. The Homer efficiency for the
correlation response shown in Fig. 4(a) is 8.3%, while for u
tie ternary filter it is only 0.034%. Since the BPOFs pass all -11101.
of the energy of the input transform, they generally result in ,
much better efficiencies than those filters that include .n-u
amplitude modulation. 7 I

A summary of the performance of the PI-E BPOF and - I

TR-TPAF for the second input scene is provided in the first
section of Table I. As the table indicates, the discrimination '-.

performance of the TR-TPAF was greatly improved over WE-S

that of the BPOF. but agin the tenary filter produced very --3 -, -.
low Homer efficiencies. pas e...u,,.. ZS ,LS 43)

The second and third phases evaluated the performance In|
of the discrete-valued composite smart filters using two dif-
ferent training sets. The results of these investigations as .'-

well as the previous investiption are summarized in Tables I W-S

and 11. Table I gives the correlion results usin the two in- o. a
put scenes described earlier.

The in-class training set used in the second phase con- ,-
sisted of 12 characters, the NY-E, DL-E, FL-E, GE-E, -
CD-E. SF-E, PI-E, ST-E, MP-E, DR-E, TF-E, and CP-E.
displayed in Fig. 1. The first part of this investigation used
the fSDF-BPOF and the pSDF-BPOF formulations to ,
create a filter that would maintain an equal-peak correlation
response over the in-class training set. As mentioned, the
creation of the fSDF-BPOF required the use of an iterative W I6
technique to solve for the weighting coefficients. The C"
iterative technique suggested by Jared and Eniis" was ,
modified for our studies. Originaly, this technique was for-
mulated using only the zero-shift correlation response, but
for this investigation the maximum response in the entire ' C tA Z3etY 83)
correlation plane was used. The reason is that the maximum bI)
cross-correlation response for the various members of the L O ft t o ( th TR4TPAF and () the pSOF*UPOF
training set was not always the zero-ashft response but would fo te sa. phio ee ef (do heAi-.
likely be detected in a practical system. The same issue was
addressed by the correlation-SDF formulation."

Table II lists the results of this investigation. As indicated results are presented in Table I. Again, it is seen that there is
by the table, the performance of the fSDF-BPOF met the a sacrifice in Hor=e efficiency for the improved discnmina-
specified filter formulation goal (recognition of all in-class tion performance of the TR-rl"PAF.
inputs), while the pSDF-BPOF failed to do so.-Both the In the third and final phase of our investigation, two TR.
fSDF-BPOF and the pSDF-POF (incorrectly) recognized fTPAFs and a pSD)F-BPOF were created. Again, the goal of
out-of-class characters, these filters was to produce an equal-peak correlation

A TR-flPAF and pSDF-BPOF were created with out-of- response for all members of the in-class traitn set while
class discrimination addrne in thr formulaons. discriminating against all out-of-clam characters. The in-
out-of-class training set inclued all eight of the out-of-claus class training set used in the formulation of these filters con-
characters shown in Fig. 1. Both filters were tested with the tained the NY-E. PI-E, WA-E, BS-E, MN-E. SD-E. RV-E,
characters displayed in Fig. I. Figre 5 shows the plots of and SC-E.
the correlation response for both filters. The results arm dlo rhe difference between the two TR-fTPAFs created was
summarized in Table II. The TR-fPAF met the design in the percentag of filter elements zeroed. One filter used a
goals. It recognized all of the in-class characters and did not tranform-ratio that zeroed 84.23% of the filter elements,
recognize any of the out-of-class characters. On the other while the other had 88.48% of the filter elemenu zeroed.
hand, the pSDF-BPOF did not meet the goals of the filter The out-of-clas training set used to create thes filters in-
formulation, recognizing only 66.7% of the in-class cluded NY-F, -R, and -B. The pSDF-BPOF was created us-
characters and properly classifying only 50% of the out-of- ing an out-of-class training set that included the NY-F. -R,
class charactm. These filters were tested with one of the in- -8 4, and -P.
put scenes described earlier. containing the in-class The filters were tested with I in-class characters and all
character NY-E and the out-of-cluss character NY-F. The eight of the out-of-class characters. Figures 6 and 7 show the
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*WfnI n b &4 f p " jifd# Y1w YP h ~ 081d8

01-9 of Wstllntlf tmdu ispovdd nTal1.ThPA-PAF e

forme qut Bml oth met the specified filter formulation
* rn-gal -, the PSDF-BPOF did not. These MCler were also

n-u tasted wit he twodcaracter input sceme conitaining the NY-
F. and N F.pMof the correlation output response are

a D- shown inFg $ s output correlation plane is noisy, but
h agan. for character recognition this may not be of great

concern. The Th-TpA~s produced more than 3 dS of

3 discimination, but their Homer efficiency values were very
low.

S. CONCLUSION
V ________ he oalof this study was to evaluate, by simulation, the
0 -S -. ~- - . pefrac fa pOFS and ternary filters for in-class

Ip"b veaeff"M IeteLSt (43) reo dton and outofchas discrimination. The perf or-
ansof thus fiters for specific character recognition

7i.. olmtmn""Me of me pcfsOpoP i a* S"d 9"id. problem was addressed. As Tables I and li indicate, the ter-
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fanters for th am studWs were capable of achieving 1ll. N. A. Clark amid M. A. Handschy. "Device appfication of ferroelec.
Jan i acgiminshios. Thea TKrrTPAFs were the only Erc liquid Crystals." in Ophin Coawwvjif J. A. Neff. ad., Proc.

Pet capable of meeanj this dM3la character recognitionl 19. It. It. XaIIAn. "Optimal low noise phiaue-ay and binary phmaeoa~y
ou4f.clan5 discr4mbwAd goas set for these studies. Optical correlaUO tic flti or threshold detcors. Appl. Opt. 25(23).

and od n Tale . ftb~ccd Pf~flan~ ofthe4216-4217 (199W).
As id al , h cad ~ffhleo h 20. D. L. Flannery. J. S. Loosmis. sad M. E. Milkovich. -Dian elemnts

fiters Comes with a sigificant reduction inHomrne of binary Pa-nl oreew fles.JW.Ot 27(20).
tferny. n hsmyb iwda h rc fti afr 1 4231-42335(1968).

efr~enc. ad ths my b vie asthepric ofthi Pffor- 21.D. Cottrel, R. Lilly. J. Davis, and T. Day, "Opticalcoryejrnor per.
mance. The practical fipicalm1 of these lower efficiencies f=mOf -= phUWO4iy uu "M Fourie and Hartley

mustbe valutedexpeimetall.tansforms." Appo. Opt. 26. 3733 (1967.
must~ ~22. D. Flannery; J. Loomis, mand M. Milkovich. --New formoujtog for

discraeavalised correlation filters," mn Diessal enud OIotwW shwp

~ACKNoWLED (bfEN Repentatipi, Rt. D. Juday. ad.. Proc. SPIE 936. W06-211 11M).

This work was supported by the U.S. Air Force Rome Air
Devrelopmient Center, Hanscomn AFl. Mass., under contract
13962.8S7C073.

1REFERENCES
10. psaltas. E.G0. Peek, and S. S. Vuaazbh "O PdCa imag corrla- "ayLWls eevdhrS erei
(mwthaMry96&4).atr-Op.Es.20 0-0 physics in 1966 from john Carroll University
W. E . Ross, 0. Pults. ad It. H. Anem. "Tn-dimem~io§A anct an MS degree in alectro-opticai

atoopaj -paa light modular for Siena IeocuSig" in RAW engineering In 1906 from the University of
ri sirgm1 Palialill V, J. Trimble. ad., Proc. SPIZ 341. 191-196 Dayton. She Is currently a developmental

(1982). engineer in the Federal Systems Division of
. 2 .Hornet snd H. 0. Batal. Trwo-bill toirdMiOt." Appl. Opt. W Eastman Kodak Co. in Mochester. N.Y. She

i;(13). 2889-239 (1963.IsammeofSgaXan PE
4. 10. L. Fiw=, J. S. L~oomis. W. 3. M ish, mail P. E. Keller. ~I eb fSgax n PE

.-Appliami~ of bilmiy pbueoml parraiatlos to mde diim
Opt. Eag. 27(4). 30-330(196W)
J. . Horner. -Ligt malld.asisoni pWcti rdaon. AppI. Opt.
121(24). 4511-4314 (19M2)

6. p. D. Oiain@lad J. L. Horne. -Addidonal potisof the phins.
Wsy corramaica fter," Opt. Uag 23(t6497 (111114). eW-ivsl csthP.Dbgr n

7. G. Schila and D. SweMe. "Itamie tahMWqu for the Synthesis Of DaVmcid ip L PIfmyrecivdth.Paah.D rei
-l~U.45'5trim optical paOIaIstis filtos. Opt. Lail. 12. 30V elsitnalo Technnolgy frn then Masachseios

s.. Makboss .V .VjpKsse.ad0 aeet *6l resech gnelwin e Aid hyics iv

Opt. 25(23). 44a6172 (196). tute. He has 20 yieers amweience peWorming
9. 0. Ceasst. I'Unified entibiic discimiinm fWuaf com00Po and managing research in the areas of optical

forulaio.-~ Appl. Opt. 23(10). 120-1427 (191114). o wnadCmptgad$041lih
10. D. Cant W. Rot. and D. F*ab *Prmiom Syroesigantomuhnentsaiach

discummisit funCtio PfferoM'au" Opt. Eag. 2VI6) 716-720 nodLtwol.
(1964).

I.D. Casaisent and W.Chag Cquiiosmhtciermna .
tiom." Appi. Opt. 25. 2343 (1966.

12. 3. V. K. Vijays Kumer. E. PoIS iy and D. Casuat. "0~ 17alt
Cnirationis in moWfe matche qil ilkas" isAnsiOU1t m 0~ John a. Loomis has been a research optical

Al 0-Ca and ComiswtI H. J. SCZ.ii. PtOL SPN 319- phymsinis and professor of electra-optics at the
8593 (163)1. ___ Universit of Dayton since 1979. His research

13. J. L. Hoier aid P. D. C3Iaino. "APO-8 the pbmo k Mw co- interest include image analyisis. comnouteir
capt to the synthetic diaimimst eim = Zvd'M Nor." Appl. grepli gemaic opitic.interferometry.and
Opt. 24. 331 (19113)1. efipoety pehahathrescmpte po14. R. KWomen. "Direct cooued@ ft put4* 9110ms woW.H hstuthre's,"ue o
Appi. Opt. 24(24). 3311 (196). grams in interfarogram reduction. optical

15. D. Werd and D. Ble~. 'Iiu SI Ofb medidmis syinhmic- desilgn, and thin-film deeWg and analysis. Or
diaeriun'ama fusictost M1Um" AwL Opt. 3. Jim of1969). Loomis recie his 5S degree in physics from

16. D. A. Jared. D.3J. Elai. ad S. A. Dokk. '1S ab 7' Case Institute of Technoilogy an MS degree in
pha-ayfhmfoe dsemima'in ---- ganrsod phsc fruit th Unliveriy of Illinois. and his

Cmw .ew-iiaiemf Holsplf Al S. H. iLase. Po. IN4 Ph.D. degree mn optilscines from the University of Arizona- He ts a
139-143 (1968.

17. D. L. Flanfery. J. S. Laends, an N. L. Mihewil. "rmfoen- liviflber 01 the Machine Vision Aasociain of the Socawt of Manufac.
ratio tI2351 -hu.sp fo e F" ,s foe Impoe MIN . tuning Engineers, the Aaeociation for Computing Machinery. OSA. and

uomdicnmaom" AVPi opt. 27(16L 407-463(966) SPIE.

E-7

OPTICAL EN4GINEERING / May 1969 / Val 238%o 5 493



APPENDIX F

5. G Neugebauer, . Hauck. and 0. Bryngdahl. "Computer-Gener- magnetization directions, with approximately equal proba-
ated Hologram.: Carrier of Polar Geometry," Appl. Opt. 24,777 bility. This state is achieved by operating the device exactly
(1966). as described except that an additional nucleation step is

6. H. Onda, "High Precision Positioning System Using Rectangular applied to selected erased pixels not previously written.
Thrust Air Bearing," in Proceedings, IECON'85. International The zero modulation state is simply the result of nucleating a
Conference on Industrial Electronics, Control and Instrumenta. pixel without applying a subsequent coil-generated field to
lion. San Francisco, CA (18-22 Nov. 198.5), p. 321. carry out saturation.

The characteristic magnetic domain size in the mixed
magnetization state averages less than half of the dimension
of the active pixel area.2 The effective modulation values

Implementation of ternary phase amplitude filters within each domain are still -I and + I and thus average

spatial 1Wgt modulator intensity transmission of a mixed pixel should equal that of a
USin a magnetooptc aodsaturated pixel. However the small characteristic dimen-
Brian A. Kast, MlchaeI K. Gles, Scott o. Undell, and sion is expected to result in most of the transmitted light

vid L. being diffracted outside the Nyquist spatial frequency band-
a lIney pass normally used by a BPOF correlator (defined by the

Brian Kast and Michael Giles are with New Mexico State pixel spacing), thus effectively comprising a zero modulation
University, Department of Electrical & Computing Engi- state.
neering, Las Cruces, New Mexico 88003; the other authors To investigate the ternary state characteristics of the
are with University of Dayton Research Institute, Applied MOSLM, 128 X 128 devices were incorporated at the input
Physics Division, Dayton, Ohio 45469. plane in coherent imaging systems with bandpass apertures
Received 5 December 1988. at the Fourier planes sized to pass spatial frequencies only up
Sponso,,d by Thomas K. Gaylord, Georgia Institute of to half of the Nyquist frequency, corresponding to the maxi-
Technology. mum alias-free frequency that can be written on the devices.
0003-6935/89/061044-03502.00/0. In a first experiment the large area transmission of the three
0 1989 Optical Society of America. modulation states was measured by collecting light imaged
Ternary modulation can be achieved with a single SLM through a 20 X 20 pixel region in the center of the MOSLM

and improved correlation discrimination can be experimen. with a photodiode. When the polarizer was set to achieve
tally realized, equal intensity transmission with all elements programmed

to -1 or +1 modulation, transmission was reduced to 8% of
The use of a ternary phase amplitude filter (TPAF) to the transmission of either phase modulation state with all

improve the performance of binary phase-only correlators elements in the zero modulation state.
has been proposed, analyzed, and simulated.1 This Commu- When the bandlimiting aperture was removed, transmis-
nication describes the experimet tal implementation of a sion of the third state increased to 45%, consistent with the
simple TPAF using a 128 X 128 element SIGHT-MOD (com- hypothesis that high-order diffraction is the mechanism for
mercially available through Semetex Corp.) magnetooptic zero modulation.
spatial light modulator (MOSLM). 2 A brief description of Spatially resolved transmission measurements were per-
the experiments, which included spatially resolved transmis- formed with the bandlimiting aperture by reading out the
sion measurements and TPAF correlations, and a compari- image of the MOSLM with an RCA TC1030 SIT (silicon
son of experimental and theoretical (computer simulation) intensified target) video camera (without lens), digitizing the
correlation results are presented. image, and plotting image slices with offset and gamma

The ideal TPAF superimposes a zero modulation state on correction. The MOSLM was programmed with a series of
a binary phase-only filter, th - encoding the modulations vertical bars representing repeating cycles of -1, 0, and 1
-1, 0, and 1. The zero mo' .ion state is used to block modulation. Traversing the MOSLM, the first cycle used 8
spatial frequency component, ,nat oth,.krwise would degrade pixels for each bar, and each successive cycle used one less
correlation performance. pixel per bar, down to one pixel per bar, which was repeated

The MOSLM is generally used as a binary device. Its seven times. Figure i is a video image of this pattern.
operation in this mode has been reported in detaiLu To Figure 2(a) is a slice plot across the image portion contain-
review, a normal write sequence involves three steps--erase, ing the larger bars. Prior careful measurements indicated a
nucleate, and saturate. First, all pixels are set to one of two gamma of -.0.7 for the camera, in agreement with manufac-
stable saturated magnetic states (erased) by applying a bulk turer's specifications, and these results were corrected for
magnetic field generated by an external coil Second, the that value. Offset correction was referenced to black areas
magnetization state of selected pixels is partially reversed surrounding the MOSLM image and by using opaque bars to
(nucleated) by passing current pulses through the appropri- create shadows across the image. Black level was found to be
ate conducting traces on the device. Finally, the nucleated constant over the image so offset correction was simplified.
pixels are driven to complete saturation in the reversed The plots were averaged over 15 adjacent horizontal scan
magnetic state (written) by a second application of the coil- lines to achieve noticeable, but not major, noise reduction.
generated magnetic field (in the opposite direction from the Excellent contrast between unity and zero modulation
erase coil pulse). A following polarizer oriented perpendicu- states is apparent. Zero modulation state transmission is
lar to the linear polarization of an incident beam will resolve estimated to be <2.6% of unity magnitude state transmis-
the oppositely (Faraday) rotated fields of the transmitted sions based on averaging over more than ten samples in the
light emerging from oppositely programmed pixels into com- appropriate regions. The dips between -1 and + 1 modula-
ponents which differ by 180" phase, thus effecting -1 and 1 tion bars are believed consistent with the amplitude zero
modulation states. crossings which occur at those points. Significant coherent

A third stable pixel magnetization state, comprising mixed imaging noise, and probably some electronic noise, are be-
magnetization, was reported2 and is the basis for achieving lieved to contribute to data fluctuations seen in the plots,
the zero moe alation state. In the third state, different re- although a detailed theory might predict some of the arti-
gion of a pixel are randomly distributed between the two fact.
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Figure 2(b) is a slice through the region of one pixel per har
cycles, with an expanded scale relative to Fig. 2(a). Only the
fundamental frequency (corresponding to a period of three
MOSLM pixel spacings) of this pattern is passed by the
bandlimiting aperture. If the MOSLM zero state is not
perfect, or the polarizer is not set for balanced unity modula-
tion states, some dc component is also passed. The pure
fundamental, with no dc component, yields a sine wave of
twice the original spatial frequency, ranging in intensity
from zero to a maximum, after square-law detection. With
some dc component, the detected intensity would exhibit an
increase (decrease) of every other peak. The spatial fre-
quency of the detected fundamental is believed sufficiently
high that its detection by the camera is significantly degrad-

1 ed by the video system resolution. Simple Fourier series
analysis indicates the average value of the transmission in
this region should be 34% of the unity transmission average
for the larger bars and, with no resolution or sampling limita-
tions, the wave should oscillate from zero to twice the a% erage
intensity. The effect of limited video resolution is to reduce
the amplitude of the oscillating component but not the aver-
age level.

We believe the results shown are consistent with the pic-

Fig. 1. Video image of MOSLM programmed with ternary bars ture of a detected fundamental sine wave degraded by svs-

(+1, 0, -1) of various widths. tem resolution. Alternating peaks are approximately equal
in intensity and the average is about the level predicted by'
theory. However the data of Figs. 2(a) and (b) were taken
with slightly different polarizer settings. The setting yield-
ing equal alternate peaks of the detected one bar per pixel
fundamental differed from that yielding equal intensities of
(larger) +l and -1 bars by -.0.5. We hypothesize that this
is a manifestation of a slight dc component due to a nonideal
zero modulation state which is likely since there is no guaran-
tee the mixed state domain areas are exactly equal in a pixel.

Experimental correlations were performed in a converging
beam configuration with 128 x 128 MOSLMs used both for

.A input and as the spatial filter. These experiments were
1 o.s (a) performed to demonstrate that a simple TPAF can improve

performance of a binary phase-only correlator. The input

0.2 o 0 0 .0the filter MOSLM implemented BPOFs or TPAFs.
A binarized image of an F16 aircraft degraded by comput -

0 0 er-generated clutter was used as the input scene (Fig. 31 A
0 1 1 . I. -- L-JLi Hartley BPOF- 5 was computed from the uncluttered target

S pt/bw 7 p0 6 0/b 5 p/b 4P/b 3 p/b image. A TPAF was generated by setting a central 5 x -
'. ai.' usquare of the BPOF elements to zero. These pixels attenu-

ate the lowest spatial frequency components of the input
image, thus removing some of the degrading effects of the
clutter.

Computer simulations of the correlations were performed
.7s using TPAF modulation values of -1. 0.1, and 1. Results of

experimental correlations and computer simulations are pre-

05a (b)

os

0

0 L J JLLilJ
4 0-lbw 3 P/b 2 p/b 7cycio of I P/0

Fig. 2. Slice plots across the pattern in Fig. . (a) Coarse ban
(eight pizels/bar at left down to two pixels/bar at right). lb) Fine ,11
bar (four pixels/bar at left down to one pixel/bar at right). The
sloping envelope of peak values in left portion of (a) is due to Fig. 3. (a) Cluttered input image and (b) object from which the

nonuniform illumination of the MIOSLM. filters were generated.

15 Mach 1989 / Vol. 28. No. 6 / APPIEO OPTICS 1045
F-2



sented in Fig. 4. Signal-to-noise ratios (SNR) measured for

the 2-D correlation patterns whose profiles are shown in Fig.
4 indicate the TPAF provides a SNR improvement of 1.6 dB
for the simulation and 1.55 dB for the experiment. SNR is

defined as the ratio of peak correlation value to the rms value

of all points in the correlation outside the peak's 3-dB width.

These results verify that useful ternary (-1,.0. 1) modula-
tion can be achieved with a single SLM (the MOSLM) and

that the improved correlation discrimination theoretically
L predicted for TPAFs can be experimentally realized.
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APPENDIX G

Ternary Phase-amplitude Filters for Character Recognition

Scott D. Lindel* and David L. Flannery
The University of Dayton Research Institute

Dayton, Ohio 45469

ABSTRACT

Ternary phase-amplitude filters (TPAF, encoding the modulation states -1, 0, and 1) are being developed for
correlation both in theory and in practice. They are attractive due to their few discrete modulation levels which
facilitate efficient electronic storage for on-line systems and allow implementation in real time with available spatial
light modulators (SLMs), as recently demonstrated using magneto-optic devices. Simulations have demonstrated
that effective smart TPAFs can be formulated to address clas discrimination goals. We report experimental
demonstration of significant increases in correlation discrimination achieved with TPAFs designed with the trans-
form ratio technique. Results are in substantial agreement with theory based on computer simulatious, and verify
the practical implementation of improved discrete-level filters using magneto-optic SLMs.

1. INTRODUCTION

Matched spatial filtering is a method used for pattern recognition applications such as character and target recog.
nition. Implementation of the classical matched filter in a Fourier optical processor requires simultaneous and
independent modulation of the phase and magnitude of an optical Fourier transform. This requirement and the
intrinsic distortion sensitivity of the matched filter have limited its practical (rea-time) application. However,
binary phase-only versions of the matched filter (BPOF) have been implemented successfully in computer simula-
tions [1,2,31 and in real-time optical correlators using commercially available spatial light modulators (SLMs) [4,5j.
The ternary phase-amplitude filter (TPAF) [6,71 is a discrete-valued formulation that includes simultaneous and
independent binary magnitude and binary phase modulation. The TPAF has been shown, in computer simulations,
to provide improved discrimination over that of the BPOF.. 'Smart" (distortion-invariant) TPAF formulations also
have demonstrated good performance in simulations 17,81. Recently it was demonstrated that the magneto-optic
spatial light modulator (MOSLM) developed and manufactured by Litton and Semetex Corporations is capable of
ternary modulation suitable for TPAFs [9j. This work used the sero-state of the filter only to implement i simple
DC block. The resulting improvement in comlation signal-to-noise, although signilicant, is small compared to
what should be possible with more complicated sero-state patterns, as indicated by reported simulations [6,7,81.

The work reported here, involving both computer simulations and matching experimental results, demonstrates
that the TPAF formulation provides improved discrimination over the BPOF for both character and target recog-
nition, using sero patterns computed by the transform-ratio technique [61. Practical limitations, including those
due to a nonideal sero-magnitude SLM state, were investigated and will be discussed.

2. BPOF AND TPAr lI1TZRS

The TPAF evolved from the binary phase-only fiter (BPOF), which is of interest for use in optical correlation
systems because it can be efectively implemented with commercially available MOSLMs and exhibits good corre-
lation performance. The BPOF is a discrete-valued cubset of the phase-only filter (POF) in which only two phase
modulation values, 0 and u in phase, or I and -1 in amplitude, are encoded 11,21.

Homer and Leger 121 showed with computer simulations that objects could be Fourier transformed and bina-
rised by thresholding on the imaginary component of the transform with the resulting BPOF capable of pattern

'Currently employed by Martin Marietta Astronautics, Denver, Colorado 60201
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recognition. Psaltis et al II , thresholding on the real component of the Fourier transform, implemented a BPOF
in an experimental optical correlator using the MOSLM as the Fourier plane modulator. These two chokes of
thresholding axis, or threshold line angle (TLA) 131, are the extremes of a continuum used to construct a BPOF as
follows:

F (u, v) = +1 Re(F(u,v)j coo 0 - lm(F(u,v)i sine 0 0
-I otherwise

where 0 defines threshold line angle in the complex plane of the Fourier transform.

Advantages of the BPOF over the classical matched filter include the easy and successful implementation of the
BPOF in real-time, the minimisation of memory required to store a filter, and sharper correlation peaks facilitating
target location estimation. Disadvantages of the BPOF (relative to a classical matched filter) include increased
sensitivity to geometric distortions of the input, reduced signal-to-noise in many cases, and passing all input plane
energy (including that of clutter and nontargets) to the correlation plane.

The ternary phase-amplitude filter (TPAF) 161 concept was developed to improve the discrimination capabilities
over that of the BPOF or other smart filters using binary phase modulation by adding binary magnitude modulation.
Since binary phase filters modulate only the phase of the input's Fourier transform, the energy of all spatial
frequency components of the input is transmitted through the spatial filter. Hence the fundamental limit in
reducing the cross correlation responses, caused by non-target inputs, is the even distribution of non-target energy
across the correlation plane. The encoding of the TPAF modulation states (1, 0, -1) couples the BPOF's (1, -1)
modulation states with binary magnitude (1, 0) modulation to provide a means of attenuating spectral regions of
the input most closely related to non-target information, while retaining recognition via the phase states and the
potential for practical real-time implementation with existing SLMs due to the discrete modulation levels.

TPAF modulation can be viewed as a multiplication of a BPOF with a binary magnitude mask (BMM). A DC
block is an example of a simple BMM. In general, BMMs are non-trivial patterns formulated by a design procedure
such as the transform ratio (TR) technique [61. The TR technique uses representative power spectral density
patterns of both the in-class and out-ofclass training sets. The value for each resolvable frequency region (e.g.,
pixel) of the BMM is determined by thresholding on a ratio computed from the corresponding spectral energies
representing the two training sets. In this study the computed ratio was simply the in-clas power spectral density
divided by that of the out-of-class pattern(s). The TR method can be described as follows: if the ratio of the
power spectral density of the in-class training set, I(u, V)j1, to that of the out-ofclass, IO(u, V)12 , at a particular
frequency region is greater than some threshold, T, the corresponding TPAF value, F(u, u), is set to the phase
modulation state defined by the BPOF; otherwise the TPAF filter value is given a sero-amplitude modulation state.
To show this let

R(u, v) II(u,u)12 (2)1O(U, V) 12

then

flu,v) = ±1(per BPOF) R(u,v) tT, (3)( 0 otherwise

3. RESULTS

Implementing the TPAF in a real-time correlator requires an SLM capable of simultaneous and independent binary
amplitude and binary phase modulation. This modulation has been achieved in the MOSLM with the sero-
amplitude modulation state intensity transmission being approximately 3.0% in both 128x128 191 and 48x48 devices.
Implementation of a 5xS-pixel DC block in a 128x128 MOSLM correlator using the sero-amplitude modulation state
has been demonstrated by Giles and coworkers with a SNR improvement of 1.55 dB over that obtained with a
BPOF. 191

To demonstrate the implementation of non-trivial TR TPAFs in a real-time 48x48 MOSLM correlator, three
different inputs and five diferent references were considered; see Figure 1. Two of the inputs, the 4X-O and 'E-F
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Figure 1: Biuary input patterns used in TPAF correlation study.
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patterns represent character recognition problems while the *FI-F2' input pattern represents target recognition
of two different airplanes. All the images used were computer-generated and involve no background noise. In all
cases reported here, inputs included two of the patterns while the reference was based on one of these two patterns.
Thus the latter pattern was the in-class object while the other input pattern was the out-of-class object, and the
primary emphasis was on improving discrimination between the two input objects using the TR technique to set
the sero-state pattern of the filter.

The TR threshold design parameter should be optimized for each particular input/reference case and determines
the percentage of filter elements modulateA with the zero-amplitude state. Practical considerations such as the
Homer efficiency 110,111, the input laser power, and the leakage of the sero-amplitude modulation state pixels
require attention when the filter is being optimized for use in an experimental correlator.

Initial TPAF computer simulations were performed using a model that assumed an ideal (opaque) zero-amplitude
modulation state. The TPAF and BPOF results of the experimental and simulated studies are shown in Table I
which also includes other simulation results to be discussed later. The table values show that for all five cases
studied the implementation of the TPAF provided significantly improved discrimination over that obtained with
the BPOF. Particularly notable improvements occurred for the 'F2* and the "E* references correlated with the
"Fl-F2* and *E- F' inputs respectively. Homer efficiency values from the simulations are given in Table 1, and Ire
computed with a modified definition: the quotient of the peak correlation pixel energy and the total input energy of
the target (reference) pattern. Use of the single peak pixel is justified on the basis that most of the correlation peak
energy is concentrated in a single pixel. Use of only the input target energy as the base for efficiency is justified
on the basis that it is inappropriate to penalise the rating of a filter because of the presence of clutter in the input
scene, as would be done using the original definition of Homer efficiency 1101. Peak-to-clutter ratio was defined in
terms of the highest correlation peak pixel intensity divided by that of the next highest peak in the output plane.

Using the F2* as the in-class object, a TPAF with a blocking percentage of 58.4% provided an experimental
peak-to- clutter (P/C) improvement from 2.34 dB for a cosine-BPOF to 5.13 dB. A typical criterion for acceptable
discrimination by a filter is a P/C value of greater than 3.0 dB; thus the BPOF recognised both input objects in
the scene as being the reference, "F2', while the TPAF rejected the out-of-cla.. character. A TPAF using the "Ew
as the in-class object in the "E-F* input pattern with a blocking percentage of 67.0% yielded an improvement in
P/C from 1.60 dB to 4.99 dB. Again the BPOF using the 'E' as the reference recognised both objects of the input
as being 'E's' while the TPAF recognised only the proper in-class input.

The other three cases studied show similar experimental discrimination improvements with the TPAF formula-
tions. Qualitative improvement of the TPAF over the BPOF can be seen by comparing (linear-in-intensity) pkts
of the simulated and experimental correlation responses such as those shown in Figure 2. In this figure the target
"E" response is located at the far rear while the clutter "F' response is located forward right. Note the substantial
suppression of the clutter response in both theory and experiment with the TPAF.

A study of the relationship between peak-to-clutter and blocking percentage of TPAFs was conducted for three
different references. The purpose of the study was to investigate the general agreement between simulation and
experimentation for a wide range of blocking percentages. The blocking percentages were chosen in an attempt to
sample a large portion of the percent-seroed range with a concentration of cases in high Homer efficiency ('.E
(i.e. lower percent-seroed) regions to better accommodate experimental procedure. The results of the comparison
between simulation and experiment have been summarised in Figures 3-5. Figure 5 shows an additional simulation
plot which will be discussed later.

For all three studies the experimental P/C values follow the trends of the ideal simulation P/C quite well.
The trends indicate that increasing the blocking percentage provides improvements in the discrimination yielded
by the filters. However, the Homer efficiency of the filter decreases as the blocking percentage increases, placing
a practical limit on the P/C improvements observed in the experimental system. This is due to the system's
increased susceptibility to extraneous noise at lower Homer efficiencies. This is seen in the results at higher
blocking percentages where there is loes agreement between the ideal simulation and experiment. The most likely
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Table 1: TPAF and BPOF: Experimental and Simulated Results

Reference % Zeroed Experimental Ideal Model i m.g. Ternary
Simulation (Ideal) Leak. Model

P/C (dB) P/C (d0) % P/C (0B)
X

BPOF 7.88 7.97 30.9
56.4 9.26 12.4 10.8 9.63

0
BPOF 7.38 7.77 29.8

63.5 8.59 12.2 4.30 10.5
F2

BPOF 2.34 2.55 12.0
35.7 2.66 3.08 9.20 2.98
46.0 4.03 4.42 5.34 4.33
50.7 4.28 4.45 4.61 4.25
58.4 5.13 6.86 2.64 6.17
70.1 - 8.33 1.30 8.90
75.7 - 8.60 0.85 8.62
82.4 - 8.95 0.49 7.75
89.1 - 10.2 0.19 6.17
91.6 - 9.51 0.09 5.51

F1
BPOF 5.27 5.34 10.8
41.6 5.44 6.00 6.25 6.68
54.8 6.20 6.73 3.66 8.60
58.4 7.86 8.78 2.38 9.86
64.3 8.39 9.90 1.35 10.4
72.7 - 11.0 0.50 9.83
80.7 - 10.1 0.25 9.06
86.8 - 7.54 0.09 5.76
89.7 - 6.50 0.06 5.86

E
BPOF 1.60 1.73 15.2

21.6 2.22 2.53 12.4 2.36
31.7 2.95 2.94 9.19 2.72
40.5 3.37 3.41 7.31 3.04
58.3 4.40 5.09 2.72 4.49
67.0 4.99 6.38 1.44 5.33
83.2 - 9.06 0.31 6.87
91.7 - 5.87 0.06 4.60
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Figure 5: Ideal and mixed-state leakage simulations, and experimental curves of P/C vs % Zero for "E' reference.

cause for this increase in disagreement is that the simulation model does not include the known leakage by the sero-
amplitude modulation pixels in the MOSLM. This effect will become more prominent at high blocking percentages
as a larger percentage of the total light reaching the correlation plane will not be predicted by the ideal model.

The leakage of light through a blocking pixel is due to unequal areas of the +1 and -1 states inside the pixel.
This effect causes a DC component proportional to the difference in their areas to leak to the correlation plane
where it is not attenuated by the Nyquist aperture comprised by the correlation plane. This DC component has
a polarity identical to the state of larger area in the mixed-state pixeL For the case of the Fourier plane MOSLM
used in this study, the leakage amplitude was approximately 0.17 of the transmittance of ±1 pixels, with a polarity
identical to that of the fully saturated +1 pixels. (Designation of pixel polarity is an arbitrary choice; it is only
important to be consistent.) This leakage value implies that the area distribution in a mixed-state pixel is 53.0%
for the +1 state and 47.0% for the -1 state in the device used.

The results of including the sero-state leakage in the computer model can be seen in Table 1. Table 1 indicates
that the model including the leakage phenomena provides improved agreement with'the experiment for four out of
the five cases studied. The cas that does not show improvement also has the lowest Homer efficiency, VH., and
thus may be affected more by phenomena not included in the model. Thes effects may include multiple reflections
between components lacking AR coatings, other nonideal MOSLM characteristics, and general system noise. The
effect of including the leakage in the simulation model is demonstrated graphically in Figure 5 for the cae of the
'E' as the reference for the 'Er input pattern.

4. SUMMARY

BPOF and TPAF formulations were investigated both in computer simulations and in an optical corre'ator for
several different in-clas and out-of-clam objects representing both character and target recognition. Experimental
P/C improvements of as much a 3.6 dB, over corresponding BPOF's, were obtained for TPAFs with blocking
percentages as high as 67.0%. The degree of agreement between simulation and experiment was generally good
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but varied from case to case. Trends showed that at low blocking percentages the agreement was very good while
agreement weakened at high blocking percentages. Inclusion of the leakage effect in the simulation model yielded
improved agreement for all but one came studied.

From thi study it is evident that the TPAF formulation provides an impressive improvement in discrimination
over the corresponding BPOF while requiring no additional components in a MOSLM correlator. Implementation
using the MOSLM involves only straightforward modifications of drive software, thus enabling easy real-time im.
plementation. The agreement between experiment and simulation using a model incorporating the zero-aznplitude
modulation leakage is good, indicating that useful predictions of filter performance may be obtained by computer
simulation.
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APPENDIX H

Experimental investigation of transform ratio ternary phase.
amplitude filters for improved correlation discrimination

Scott D. Undelli. MEMBER SPIE Abstract. Transform ratio ternary phase-amplitude filters (TR-TPAFs) en.
Martin Marietta Strategic Systems coding the modulation states 1, 0, - I have been investigated in theory
Denver. Colorado 80201 and practice. Simulations have demonstrated that TR-TPAFs can be for-

mulated to provide increased discrimination compared with binary
David L Ranneey phase-only filters. TPAFs have practical advantages over complex-valued
University of Dayton Research Institute matched filters-eofficient electronic filter storage and real-time imple-
Dayton, Ohio 45469 mentation with available devices, such as magneto-optic spatial light mod-

ulators IMOSLMs).These are associated with the use of only three discrete
modulation levels. In an experimental study, significant increases in cor-
relation discrimination were demonstrated for several test patterns. show-
ing substantial agreement with computer simulations. The effects of an
imperfect MOSLM zero-modulation state, present in our experiment, were
modeled and investigated. The performance of the TR-TPAFs for different
threshold line angles also was investigated.

Subject terms: optical pawten recognition; optical signal processing; correlation.
ternary phose-amplitude filters.
Optical Engineering 29t9). 1044- 7061 (September 1990)

CONTENTS 1. INTODIUCTON
I Introduction The evolution of real-time imaging sensor capabilities has cre-
3. OpBacondr yse ated a need for an advanced image processing technique for
4 Optsul t ltrsse recognizig and locating patterns of interest. Coherent optical4 IResultsconaejtsilainusnida rosaen coirrelation is an analog image processing techruque that has long

filter been recognized as having the potential for implementing pattern
4.2. Modelinv zer-tatlakg recognition functions.'1 The advancement of spatial lighi mod-
4.3. Effects of inverting filier phase sws mltive tokq ulator (SLM) technology and a better understanding of spatial
44. Threshold line angle effects filters encoding limited modulation levels have ben combined

5. Summary and conclusn to create a real-time optical pattern recognition system concept
6 Acknowledgments capable of practical nwai-term implementation. The binarn
7 References phase-only filter (BPOF) is a discret-valued spatial filter that

has been successfully implemented in real-time optical corre-
Autho waswidilators using commercially available SLMs. exhibsung.sapificant

was Unveer ( ato Raut lmswhmdu wi agreement with corresponding computer simulations -The ter-
nary phase-amplitude filter (TPAF) also is a discrete-valied for-

Iisi Pqier PR.120received Much 7 I90.$dw~njrcie a mulation. It includes simultaneous and independent encoding of
i1~O P~~pducui i,~. 1990 Thisd fore iswio a 'v io binary phase and binary amplitude modulations. The TPAF has
"ae i151-22. Pfeaerimil a tie SPIE counference Op~cal tafonmatinfm oeaug been shown in computer simulaton to rvide improved clutter

P1 tems ld heft p iitei Aug )-i-199 SP s Poedi Volf 15 P discrimination over that of the BPOF 4 In computer samuhmons
P'- W Ihere ofa~ RWW-faud biisne P .PoEeng Vo 1 advanced TPAF formulationsS.S have demnonstraged significan'
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EXPERIMENTALiNVESTIGATION OF ':ANSF-~ R -AC z~ -ASE AMP-. -C-:
FOR IMPROVED CORRELATION DISCRIMINATION

~rejcion in distortion sensitivity over that of the simple BPOF. am LP 31111 BS P LPI
,,~l maintaining acceptable discrimination capability. The po-

for implementing the TPAF in a real-time optical pro-
.,srwas demonstrated recently 7.8 using the magneto-opticL

SLM IOSL.M) developed by Litton Data Systems and man-
,dactured by Semetex Corporanon." In prior work, the zeroL
.voiplude modulation state of the -rPAF was used to create a dc

,xkin a BPOF with resulting improvement of 1.55 dB in
mejsured experimental correlation signal-to-noise over the sim-
pl BPOF.' The implementation of more complex temrnay pat-0
terns has been .shown in simulations to generate even cater
improvements in correlation peak-to-clutter (P/C) ratios.

_. BACKGROUND
Discrete-valied spatial filter formulations have been developed
to exploit the limited modulation capabilities of most comtmer- 40N

ially available SLMs. iO The BPOF is a discrete-valued filter___
that encodes two phase modulaton values, 0 and wi in phase or

1and - I *in amplitude. In an experimental otcal correlaw iloTrw A

using a .%ISLIM at the filter plane. Psaktis et. al i demonstratedBe
that thresholding on the real components of the Fourier transform
produced a BPOF capable of pattern recognition. Homer and F . ~ Wieeaao ytm
Leger' - showed with computer simulations that BPOFs for- Fg .Eprnna PFcmW ytn

mulated by thresholding on the imaginary component of the
Fourier transform also were capable of pattern recognition. T~he to selectively eliminate input spatial frequencies most close]-
choices of thresholding on the imaginary or real component of related to nontargets. thus providing improved nontarget dis-
the reference image's Fourier transfornmrptesent the two ex- crimination capability. The TPAF formulation can be described
tremes of a continuum of thresholding-line angle (TLA) values. 13  as the product of a BPOF with a binary amplitude mask 8BAM
The TLA is defined as the angle between the thresholding line In general, BAMs ame nontrivial patterns formulated with the
and the imaginary axis of the complex plane and it determines aid of a procedure such as the transfoxr ratio (Th) technique
the relative amounts of even and odd reference image compo- The TR procedure uses the ratio R(u. v) of the representati'.e
nents encoded in the BPOF. A BPOF created with TLA - 0 Is power s"icta density pattern of target If(u.v) 2' and nontarget
derived from the even component of the referjence image. The1( u.0): patterns to determnine the zero amplitude modulation
BPOF formulation can be defined as follows: states of the TPAF as follows:

F { 1 lte(FRu v )cos O - lns F (u.v)sijj8 0 0 i I ( e 81 F) R a v -t T
-I otherwise .iFlu v) BPOF)is

where 0 is the TLA. F'(u,v) is the BPOF pattern. and FRuv) [napygthseciqetisipattovrtetrsol
is the Fourier transform of the reference pattern. I pligti ehiu ti npit ovr h hehl

Favorable charactenistics of the BPOF include the case of (T) to optimize filter performancem for the application being ad-
Implementation in real-time SLMs. the high optical efficiency drssd
of a phase-only filter, the minunizaton of memory required to
store the filter pattern. and a sharpe correlation peak than a 3. OPTICAL CORRELATOR SYSTEM
complex matched filter. Possble disadvana of the BPOF
relative to the matched filter include increased distortion sen- The experimental optical correlator uses 48 x 48 MOSL.Ms at
sitivity, reduced signal-to-noise ratio in the correlation response both input and Fourier planes and is depicted in Fig. 1. Polarizer
for classical input-noise cases, and the lack of amplitude mnod- P, following the input SILM is oriented in the binary amrplitude
ulation capability. The design and optimization of BPOFs have modulation mode, while polarizer P2 following the filter SLMI
received considerable attention. 1Oi4 17 is oriented in the binary phase modulation mode. The design

The ternary phas-amplitude filter was developed to improve details of this system have been reported 2 and only will be
discrimiunaltion performnce over that of the SPOF and related summarized htere. The classical or -4fr optical train involves
smart filters by providing the capability to prevent t energy two cascaded lenises positoned to perform Fier transform
of certain input spatial frequencies from reachin the outpu operations on the input image and on the product of the input's
plane of the cori'elator. Since BPOFs moidulate only the phase Foum rie ansform and the spaial filter, respectively. To reduce
of the input spectrum. the energy of all the input spatial fme- the total correlawo length, we use positive-negative lens pairs
quency components. including nontargets. is passed to the output to perform the Fourier transform operaltions. The positioning of
plane, where it inevitably limits correlation signal-to-noise per- the input plant (SLM 0 at wfrt lens and the mse of te poitive-
formnance. i.e.. discrimination against nontargets. The TPAF negative lens pair L.Pi to perform the Fourier transform operaton
couples the BPOF's target recognition capability with the ability reulti in a property scaled Fourier transform with a quadratic

H-2 OPTIlCAL ENGINEEPG / Ssvssbsr1lO0/Vl. 29 No 9 r10(5



phase error that can be compensated by a positive lens (L2 ) F I F2
positioned near ideally at) the Fourier plane occupied by
SLM: _.I

The optical tram uses identical. nuor-inage positive-negative
lens pairs composed of lenses with focal lengths of 100 and +- 50 m. The phase correction lens L2 placed adjacent to the

filter SLM has a focal length of 292 mm. The length of the entire
optical train for the 48 x 48 MOSLM (0. 127 mm pixel spacing)
system. excluding the HeNe laser source. is 1.22 m. This rep- E F
reents a factor of four reduction in length over the classical 4f
conifuration. The illumination subsystem. not shown in Fig.
I. indudes a HeNe laser producing a 24 mW beam. which is
spatiallk filtered with a 5 x objective and 25 pm pinhole and
collimated with a 160 mm achromat lens. The data acquisition X 0
sub,.,tem includes an RCA TC-1030 silicon intensifier target
'ldeo camera and an Imaging Technology Inc. Series 100 ral-time
digital image processing board in an NEC APC II (IBM PC AT p,9 . C ompuw-9reead bnwy Ige usd in saudie.
compatible) computer. The signal is digitized at 8 bits per pixel
and displayed with a video resolution capability of 640 horizontal planes. The first pattern of the input name (e.g.. X in the case
and 480 vertical pixels. Detailed measurements indicate that the of the X-O input) is located in the upper left quadrant of the
gamma of the video camera is approximately 0.7. and this iscomenste fo ihapspoes prt. 2 input scene, while the second pattern of the input is located in
compensated for with a postprocessng oparation.- the lower right quadrant. Filters were based on centered referenceThe implementation of TIPAFs in a real-time correlator re-

quires an SLM that is capable of simultaneous and independent patterns and a TLA of 00 (cosine BPOF).

binarN phase and binary amplitude modulations. This modulation 4. IT Resuilts compared to simulations using ideal zero state
characteristic has been demonstrated with the MOSLM.' The
zero-state binary amplitude modulation capability of the MOSLM i a lter

is realized by programming individual pixels into the neutral or nitiail TPAF computer simulations were performed using a model
mixed magnetization state in which about half of the pixel's that assumed ideal (opaque) zero-state amplitude modulation.
active area is flipped from its original magnetic state to the The TPAF and BPOF results of the experimental and simulated
opposite polarity. With the following polarizer set to the binary studies are shown in Table 1.
phase angle. these subpixel areas compose a random binary For all five cases (corresponding to distinct reference patterns)
phase diffraction grating with characteristic spatial frequency, there is generally good agreement between the simulated and
b% definition. greater than the information bandwidth of the experimental results. This is important because it indicates that
correlator ishich is limited to the Nyquist bandwidth of the analyzing correlation performance by computer simulation is
sampling associated with pixelation). Most of the light trans- reasonable. thus validating a convenient design tool. In addition.
mitted through the neutral state pixels is believed to be diffracted the table values show that for all five cases the implementation
at angles larger than that associated with the coherent bandpass of the TPAF provided significantly improved discrimination over
ot the s% stem as defined by the MOSLM's on-center pixel spac- that of the BPOF. Notable improvements include those using
Ing. thus falling outside the useful correlation plane boundaries, the F2 and the E references correlated with the FI-F2 and the
Measurements on both 48 x 48 and 128 X 128 pixel devices, E-F inputs, respectively. The Homer efficiency values TIIH E are

using coherent imaging with Nyquist bandwidth limits, have based on the following definition: the quotient of the peak cor-
sho%*n that the transmission of the mixed-magnetization zero relation pixel energy and the total input energy of the reference
state I-, approximately 3% in intensity relative to the phase-state (i.e.. target) pattern in the input pattern. Use of only the input
transmission. This transmission, which we will call "'leakage," target's energy as the base for efficiency is justified on the basis
is probabl% caused by the areas of the two magnetic domains in that it is inappropriate to penalize the filter's efficiency because
a pixel being unequal. This leakage is proportional to the dif- clutter isprsent in the input, as would be done using the original
ference in the two areas and involves a significant component definition. 19 Correlation P/C is defined as the ratio of the highest
at lowaer spatial frequencies falling within the Nyquist bandpass intensity value in the correlation peak resulting from the target
of the optical correlator. i.e.. it will fall within the output plane to the highest intensity attributed to a nontarget pattern in the
used for correlation. The leakage component has the amplitude input and is expressed in decibel units.
polarity Iphase) corresponding to the domain having larger area An example of a significant improvement in discrimination

in the pixel. is that of using the F2 target as the reference when correlating
with the FI-F2 input. A TR-TPAF in which 58.4% of the filter

4. RESULTS elements were set to the zero state provided an experimental
P/C improvement of nearly 3 dB. from 2.34 dB for a cosine

Computer-generated binary inputs and references, see Fig. 2. BPOF to 5.13 dB. A typical technique used for discriminating
were used to demonstrate the implementation of nontrivial TR- between targets and nontargets is passing a constant threshold
TPAFs in a 48 x 48 MOSLM correlator. These patterns were over the detected correlation plane at 3 dB down from the max-
combined in pairs to create input scenes for correlation. The imum peak value; using that technique the BPOF recognized
X-O and E-F inputs represent character recognition, while the both input targets to be the reference F2. while the TR-TPAF
FI -F2 input represents target recognition of two different air- was able to discriminate between the two targets by 2.13 dB
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Fig. 3. RlAMlv. intnWW plat of .epresntative cofeatlon resslt from sinulatijon (left) Mnd
expeimont (right) for the E.F knw &W E referenm target. (1 Coekw BPOF MTLA - 01, (b)
TR.TPAF with 67.0% of the sisment blocked.

TABUE 1. TIPAF and BOF: results. A similar study in which the character E was used as the reference
Ref nc. Zeod Eximn, Id,m. eal l I T,""' when correlating with the E-F input demonstrated a 3 39 JB

S.Muitwn ILeak Model
P C (dBI PC (d8) S P C (dB) improvement in P/C. from 1.60 dB for the cosine BPOF to

SPO__ 7_____ - 4.99 dB when a TR-TPAF with a blocking percentage of 67 0c

544 926 2.4 10. 9.63 was used. Again the TR-TPAF was able to discnminate beteen
0 the E and the F. while the cosine BPOF could not The amounh

.39 12.2 4.D 10.s of discrimination improvement obtained was similar for the other
F three references studied when the appropriate TR-TPAF Aas

SPOF 2.34 2.58 12.0
3So7 2.64 3.0W 9.30 2.8 applied. Figure 3 qualitatively illustrates the improvements that
460 403 4.42 s 4.33 can be achieved with TR-TPAFs in the form of linear-in-inten. .Ev
5 42 4.4 4i 4.1 plots. Note that the simulated TR-TPAF result plotted in this

-0 3 -3 . 1.30 * W figure was generated from a model that assumes an opaque ne'-
51 - ISO 0.8 6.2 tral pixel, while the experiment involves about 3% zero-state

42 4 .6 0.49 TS?

9 - 02 01: 61 pixel leakage.
916 9S. 06. 5s5 A study was performed to investigate the relationship between

I 8or s zt s.34 to. TR-TPAF blocking percentage (percent of filter elements that
41 6 344 6.W 625 6611
,4 4 s,0 07o 3.S .00 am opaque) and P/C and the general agreement between simu-

54.4 7T I .s ST .31 9.1 lation and experiment over a wide range of blocking percentages.
64.3 9 9.10 1.3 10.4 The blocking percentages reported in Table I were chosen in an

07 -- 10,1 025 906 attempt to sample a large portion of the blocking percentage
64. - 74 0. 0 76 range. encompassing a noticeable variation in P/C. The results

9 650 0,06 S of this study are suunarized in Figs. 4 through 6. which also
Bpor ISO 173 1s2 include computer model results for nowdeal (i.e., "leaky")2, 6 27 22 .53 12.4 2.36

316 222 25 912 2 2 zero-state filter pixels to be discussed in a latet section The

40 3 37 41 ?3 1 34 study was not performed for the X-O pattern since the discnm-53 4 40 5 ol 2 1 4 49

6T3 44 56 2,4 S 4 ination performance of the simple cosine BPOF already was so

83 2 906 1 o31 6.81 good that adding the ability to make filter elements opaque had
917 - 57 ;006 4 W much less effect on the overall P/C performance. Figures 4
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Fis. 4. PtC realt from *uunin enWd elmulmdene w16g eOd With Rg. 5. Same on Fig. 4 ,seIp- the ipt wh F14F2 pattern, while
out mode -1ling of nre-ete Sier SLM leakiage. The input wee the the .reee pattern war Fl.
F1-42 pattern. wh~e the rOerene patter wee MR

through 6 inoficate that as the TR-TPAF's blocking percentage TwOwY CW'ING
increases. the P/C performance also increases, at least up to 10 WIW
about 70% blocking. The figures also show good agreement * aN Ou W Twwy SUNw
between the computer simulation and experimental correlatof SWV TmiY UMWp
performance. There is a practical limit to the increase in blocking
percentage, however, because the Homer efficiency decreases
as the blocking percentage increases. It was found that a blocking '
percentage of approximately 70% was the realistic maximum
for generating~ correlation responses in our system. The decrease 4L
in Homer efficiency causes the system to become mome suscep-3
tible to noise in the optical and detector systems. c.g.. scattered
light and cc- erent noise. as well as other optical system imper- 2
fections such as imperfect alignment or nonideal SLM perfor- I
mance. in'.- is seen in the results at higher blocking percentages a 0 0 3 4 9 a 7 4 1I
where there is less agreement between the ideal (opaque zero- btI WYaf
state) simuiation and experiment. The most likely cause for this
increase in uisagreement is that the simulation model does not ftg&6 Samenftg. 4 m It the inpu weethe E-F pattern, whil
take into account the filter SLM zero-state leakage discussed OW~ teeofie petter -, a L
earlier. This effect should become much more prominent a high
blocking pe-mentages since a larger percentage of the total enelcertagoyheohrrfeecssude.Teacuayo
reaching the' detected correlation plane is not predicted by th boed thuanfor mhode ncludinekagedined h curg oxef
ideal modelth i aonmdlicuiglaaeiprdcngxe-

mental P/C can be judged fromnresults also plotted in Figs 4
4.2. Mode init zero-smate leakage through 6.
Additional ;imulafion studies were performed with MOSLM
zero-state L. ikage included in the computer model. An amplitude 4.3 l~fet of loe Ae phas staws rlative to
Vrsminanc c of 0. 17 (corresponding to 3% intensity leakage. 11111ar
as MeasuretI was used. The results of including leakage can be The polarity of filter zero-state leakage relative to the binary
seen in Table 1. the model including the ternary leakage phe- phase pattern may be switched by inverting the BPOF pattern
nomenon p: )vides improved agreeti-ent with' the experimental programmned into the modulator. For the cases reported in pre-
P/C for four out of the five came stuid. The improved sim- viouis sections. the leakage has a polarity identical to that of the
ullation model is still imperfect. it does not include effects such fully saturated pixels modulating the + I value of the TPAF. In
as interference due to uncoated optical surfas. detailed SLM an optical correlator using a TPAP. this leakage generates a
Pixel structure. etc. These imperfections, which undoubtedly spurious signal superimposed on the desired correlation ampli-
degradc correlation performance, ame less significant at low tude pattern. The magnitude of this component will increase
blocking percentages but tend to become more important as the with increasing nuimbers of pixels blocked (set to the zero-amplitude
Homer efficiencies decreace as they do for higher blocking per- state) in the TPAF and with higher leakage values. If a large
centagc,; This may h~elp explain why the agreement of the PtC proporton of filter pixels are set to the blocking state, the spu-
between sar"uic-a and experiment with Fl as the reference was rious output pattern component due to leakage is expected to
no( improved by including the leakage model. for this case Hor. resemble an inverted image of the input pattern.- The* leaked
ner efficiencies average much lower for the same percen tage component interferes coherently with the coffelation term and
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EXPERIMENTAL INVESTIGATION OF 7RANS Y '. "=-'' - .
FOR IMPROVED CORRE., CN DISCRIMINA ION

TABLE L TW phas reveiiua offiiie: reuit. 4.4. TLA effects

Ref I Z..o o-,. og,,S,... R... * f..d o,,g,. R.*,wd A final design parameter studied was the TLA used in BPOF
and TR-TPAF formulation. Three different TLA values ",ere

P C lei P " is' 0 r* dB P 17 11) investigated in this study: 0. 90". and 45". the first value %as
F1 used for all the results reported in previous sections. In this study

SPOt ; .4 - S 34 0, 94 the F1 target is used as the reference when correlating with the
3 6 i 44 4 o64 4O "41 FI-F2 input. The blocking percentage used for computing the

%q 6.0 0 - - 2 14 binary amplitude mask of the TR-TPAF was 41.6%. As indicated
4 4 to 1 12 ?in Table IlI. the TR-TPAF using a TLA of 90( provided the best

simulated P!C performance but also the lowest Homer efficiency-
It90 - 40,14 03 0t The agreement between simulation and experiment is good for--,0 - 41 050 06 the filters formulated from the OO and 45o TLAs but is not nearl.%

• - 101 - 333 025 03 as good for the TLA of 90. A qualitative comparison of the
agreement between simulation and experiment is seen in Fig 8

294 -- '44 " Much of the experimental noise in the correlation response is
40S 34 - 44 T 31 S0 relatively unaffected by the change in TLA and appears more

So - "9o - .- 12 -4 prominent at a TLA of 90" because the total energy in the :or-
.0 - 938 - 3.94 144 061 relation peak is much lower for that case. These simulations and
432 106 -- 16 031 00. the corresponding experimentation do not indicate that the Hart-
91 -- ,31 006 005 ley filter iTLA = 450) will always provide the best discnmi-

nation performance. It may be that the Harley filter, in general.
is a good choice because it encodes both even and odd reference

produces effects that will probably be deleterious in most cases pattern information, but the creation of an optimum filter for i

but will vary with the relative polarity (phase) of the leakage specific BPOF or TR-TPAF application must involve the con-

and binary phase modulation in the filter SIM. sideration of the TLA as a design parameter. as has been re-

The effect of reversing the phase of the fully saturated filter ported. 13. 15

elements was investigated in computer simulations for the cases
of the Fl and the E references when correlating with the FI-F2 S. SUMMARY AND CONCLUSIONS
and E-F inputs, respectively. The effect also was studied in the In this work. BPOF and TR-TPAF formulations were in'.esti-
experimental optical correlator for the case of the F1. Simula- gated in both computer simulation and an optical cofrelator for
tions indicate that the phase reversal had the effect of improving several different in-class and out-of-class objects representing
the discrimination (P/C) performance at lower blocking per- character and target recognition problems. Improvements in
centages for both the FI and E cases. However. when the block- P/C of as much as 3.6 dB over corresponding BPOFs were
ing percentages exceed approximately 60% the effect of e- obtained in the optical correlator with TR-TPAFs having block-
versing the phase is to reduce the discriminaton performance ing percentages as high as 67.0%. The degree of agreement
as seen in Table II. Reversing the phase also caused the Homer between simulation and experiment was generally good but var-
efficiency for all blocking percenuiges; to decrease. Note that at ied from case to case. Trends indicate that at low blocking
the same blocking percentage (60%), reversing the phase in- percentages the agreement was very good. while agreement
creased the rate at which the Homer efficiency decreased with weakened at high blocking percentaM When the zero-state
blocking percentage. The relationship between phase reversal. SLM pixel leakage of 3% in intensity was included in the sim-
P/C. and Homer efficiency is not obviom, but it is clear that ulation model, improved general agreement with experimental
implementing higher blocking percentage TR-TPAFs will be results was exhibited.
more difficult and less productive with reversed polarity due to Studies were performed to determine the effect of reversing
decreases in Homer efficiency and P/C. respectively. the phase of the saturated filter elements relative to the leakage

TR-TPAFs with reversed phase values for the fully saturated through the zero-state elements. The investigations indicated that
filter elements were implemente in the experimetal cosrelator at low blocking percentages. reversing the phase provided im-
for the FI case. As seen in Table 0 and in Fig. 7. the agrement proved discrimination performance and reduced Homer effi-
between simulation and experiment is good for the implemented ciency. At high blocking percentages the degree of reduction in
original and phase reversed film. Tlhe experimental responses Homer efficiency due to reversing the phase increases, which
produced with the phase reversed TR-TPAFs show an improve- coincides with a trend of reduced discr iti performance in
ment in P/C over the original TR-TPAFs as predicted. The im- simulations. Discrimination is further reduced in actual optical
provement in P/WC is less obvious at the higher blocking per- system, where the dymmnic range of the input illumination is
cemages. As an example. the TR-TPAF with a blocking p -e Se always limited.
of 64.3% generated a correlation response with nearly a 0 dB F'nalny. the effect of the TLA used in setting filter phase
P/C value. A probable cause for this result is the dramatic de- modulation on corelator performnce was investigated. For the
crease in Homer efficiency and the pubcular noise character- cases studied, TLA angles of 4r and 90 provided better dis-
istics of our correlator system. However, in general. when op- crimination performanc thai a TLA of 0', at the expense of
tinazing the performance of a correlation system with MOSLMs Homer efficiency. In an optical conelator this relatonship may
that exhibit imperfect zero-amplitude modulation, the phase of have practical significance in terms of optimizing the practically
the fully saturated filter elements relative to that of the leakage achievable discrmination performance improvement with the
must be considered as a design pramete. constraints *f liuited souce and detector dynamic ranges
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Fig. 7. Relative intenity plots of correlationi results tvoen simulations (lefti end exPerimst
Irnghtl using phase revered TPAA. The input scene was F1-F2 and the slfown pattern was
Fl. Three values of blocking percentage us shown: Is) 41.6%. (bi 54.8%. end 10i S.4%.

These results have demonstrated the experimental achieve- TABLE M. rLA effects: results.
ment ot ).igniticant improvements in correlationl performance. in
the torm of increased discrimination against nontarget input pat- Refernce t Zero TLA E4DVr"Mtnta. S-iAt

teins. which is easily realized with ternary phase-amplitude filter Ideg P C .dB, P C do
tormulations implemented with commercialy available MOSLMs. i 16
The use of computer simulations to predict and analyze corre- 00 6 3 600 24
aton performance and assess filter designs was validatedl by the45C 0 -OP 4N
good agreement exhibited between such simulations and match- ' 30 -0

ing expenmental results. Future work will address the expen- 90 *05 9~ '1~
mental implementation of distortion-invariant TPAF formula-
tions alreadv showing promise in simulations
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ABSTRACT

Ternary Phase-amplitude Filters (TPAFs) used in a real-time hybrid (optical/electronic) correlator system corn-
prise a promising pattern recognition approach with potential for near-term practical applications. Range images
obtained from LADAR sensors present unique problems due to their particular signal and noise characteristics. We
report computer simulation results of the application of both known and new TPAF formulations to the problem
of target recognition on actual LADAR images. Binary input inages ruitable for input using magneto-optic spatial
light modulators were generated by a simple preprocessing step which seems particularly suitable for these images.
Experimental results verifying the simulated Qmart filter performance are presented.

I. Introduction and Backgroumd

Optical correlation using discrete-level filters has potential for near-term pattern recognition system implementa-
tions due to a combination of recent device technology and filter formulation advances [1 - 71. Magneto-optic spatial
light modulators (MOSLMs) have been shown capable of implementing both binary phase-only filters (BPOFs, with
modulation levels of-I and 1) [8,91 and ternary phase-amplitude filters (TPAFs, with modulation levels of-I, 0, and
1) [10, Il, and both discrete-level filter types have demonstrated good correlation performance in theory and prac-
tice for a variety of pattern recognition problems 15,7,9,11,12,131. The commercial availability of the relatively well
developed MOSLM devices capable of frame rates of several hundred per second (from Semetex Corp., Torrance,
California) supports the viability of practical near term system applications.

The well known distortion sensitivity of correlation must be confronted to solve any pattern recognition problem
of practical complexity, even if hundreds of distinct reference images (filters) can be sequenced through the correlator
each second, a, with MOSLM-implemented BPOFs or TPAFs. This inspires efforts to formulate "sinart" filters
with widened in-class (e.g., target) response but retaining adequate out-of-class discrimination (e.g., nontarget
pattern rejection) compared with a fiier based on a single view of the target. The formulation of smart filters is
challenging because (1) typical problems are complex multi-class discrimination problenms with ambiguous, or at
best very complex, application-specific evaluation metrics (involving not only correlation peak strengths but shape
factors), (2) finding the best filter comprises a multivariate optimization problem involving dimensionality equal
to the number of resolvable filter elements (e.g., 16,384), and (3) for discrete level filters, constrained modulation
levels must be implicit to the optimization (i.e., a filter formulated for general complex modulation probably will
not perform well when simply converted by thresholding to discrete modulation levels) 1141.

A number of smart filter formulations for general complex filter modulation and. more recently, for discret.e
and constrained modulation levels have been reported, and a recent review may be found in reference 1141. Ii this
paper we report a new TPAF formulation and compare its performance on LADAR (laser radar) range imagery to
several other formulations. The LADAR images and preprocessing to obtain binary correlation input images will
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Figure 2: Binary level-slice point transfer function.

The modulo-256 preprocessing mentioned reduces the images to a dynamic range compatible with coherent
optical correlation. However, correlation simulations performed with such images (e.g., Figure 1) demonstrated
two problems: (1) the signal-to-(background) noise of the inputs is so poor that correlation even with simple BPOF
references exhibited marginal peak-to-clutter, and (2) even this perform,,nce was obtained only when the target
happened to fall at a high intensity level after preprocessing, while the opposite result (dark target) is equally
probable. Thus a simple preprocessing step to eliminate or reduce these effects and also produce a binary image.
facilitating image input via MOSLM devices was sought.

A binary level-slice technique, named "bin-slice," was developed. The point transfer characteristic defining this
algorithm, as applied to the raw 16-bit data, is depicted in Figure 2, but it can be easily understood when viewed
as being applied to modulo-256 preprocessed images. For example, a typical "bin-slice" image might be obtained
by assigning maximum (255) pixel value to those input pixels having values ranging from 0 to 63, and zero to all
others. Figure 3 shows two examples of applying this process to the same starting image. Note that the same
target may appear bright or dark depending on the slice-levels chosen. Binary input images having a bright target,
such a" the truck in Figure 3 (a), provide good correlation performance using simple BPOF references, partially
because of a reduction in background noise implicit to the level-slice process performed with quarter-maximum
slice interval, and also because the target is at maximum amplitude. This sets the stage for design oi distortion
invariant filters, which invariably involve a peak-to-clutter tradeoff relative to simple BPOFs.

The strategy for using bin-sliced input images is as follows: the rapid sequential correlation capability inherent
to a real-time optical correlator is used to advantage by processing a number of bin-sliced images derived front
each distinct raw input image. Based on the results we report later in this paper, slice intervals of one quarter
of maximum pixel value provide adequate noise reduction; thus correlation inputs derived from four contiguous
slices would span the entire input dynamic range, ensuring a bright rendition of the target in one of the four input
patterns. To handle the cases in which a target's pixel values are split across two slice intervals, six overlapping
slices could be used. Thus six correlations (six different inputs, one filter) are needed to process each raw input
image against a particular filter. This is not a daunting prospect given the capability to perform several hundred
or more correlations per second as expected in the near future. We note that the operations required to perform
bin-slice preprocessing are simple and should be antenable to real-time implementation with minimal hardware in
either analog or digital form.

Quarter-amplitude bin-sliced images were used for all the studies reported here.
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(a) (b)

Figure 3: Examples of bin-slice operation applied to Figure 1, (a) bright truck case, (b) bright tank care.

3. Distortion-invariant Filter Design Problem

This section describes the smart filter design problem based on LADAR range images chosen for the reported effort.,
which comprised all initial attempt in terms of both the type of images processed and the new type of filter applied.

The 128-by-128 pixel LADAR images shown in Figures I and 3 contain broadside views of two potential
targets: a truck at lower right and a tank at lower left. Other images contained broadside views of a helicopter,
with a different scale. For these initial studies we chose the helicopter as the target and superimposed it above
the truck and tank. It was isolated, scaled down to matching resolution, and superimposed by replacement on
the scene of Figure 3 (a), yielding binary input scenes such as Figure 4, in which the helicopter is rotated five
degrees clockwise relative to nominal attitude. The filter design problem was to formulate a filter which provided
acceptable correlation performance over a ±10 degree rotation range of the helicopter target in scenes with the
type of background shown.

Correlation performance must be defined. Peaks were defined uising a 5-by-5 pixel box. The desired (target)
cnrrelation peak was required to be located within such a box centered on the ideal location to he counted a cnrrect

response. Figure 5 shows this box as well as others to be discussed superimposed on the scene mf Figure 4. Peaks
were recognized as distinct only if they fell outside the 5-by-5 box(es) of nearby higher peaks. Correlation efficiency

was characterized by a modified Homer efficiency 1161 defined as the energy in the target peak pixel divided by
the total target energy in the input plane. A side-lobe box war defined in the target region as shown in Figure 5,
(the larger box centered on the helicopter). Peaks detected in thi: region were declared to be target-dependent
sidelobes rather than clutter. A false target box is also shown in the figure, centered oi the truck image. Peaks
located in that box were declared to be responses to the truck, and were used to forni a metric for discrimination
against that false target - simply the ratio (expressed in Decibels) of the properly located target peak energy to the
highest peak energy located in the truck box. Peaks not classified into one of the boxes discussed were classified
as clutter responses and were used to form the peak-to-clutter metric in a manner similar to that just discussed
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Figure 4: Example of binary Iiput to correlation. Helicopter at five degrees clorkwive rotation

Figure 5: Target, Sidelobe and Triick hoxe5 tted for clw.,iffvinR correlation peak't



This scene involves a dark tank which yielded no significant correlation responses; thus a tank discritninatin, box
was not u1sed.

4. Discussion of Filter Types

To provide a basis for comparative evaluation of the new filter formulation, a number of other fornitlations wpre
investigated on the same correlation problem. These will he discitssed in the following subsections and a description
of the new formulation will be given.

4.1 Simple BPOF

The simple BPOF is a baseline for comparison of more advanced BPOF and/or TPAF formitlatiots. Typically
it provides more than adequate correlation performance for a perfectly matched input hut exhibits ,tnacceptable
distortion sensitivity, although its performance even for a matched input can be seriously degraded by sitlicient
amionts of noise added to the input scene. The BPOF used in this study was based on a threshold line angle
(TLA) of 45 degrees, which defines the Hartley BPOF [17,181; this has proven to be a good choice for most patterns.
This BFOF exhibited (in simulations) 6.2 dB P/C and a correlation efficiency of 2.8% for zero degrees of target
rotation, and both metrics degraded by 3 dB for about ±1.5 degrees target rotation. Clearly it falls far short of
the design goal, but the rotation sensitivities were the basis for choosing training set intervals of two degrees for
use in formulating the other filters.

4.2 Composite BPOF

A simple and intuitive way to fornmulate a distortion-invariant BPOF is to base it. on a composite transform, i.e, the
Fourier transform of a superposition of views representing a training set spanning the distortion being addressed.
In this study, an equally-weighted composite of I I rotations of the helicopter at two-degree intervals was tised, t hits
5panning the desired ±10 degree interval. We note that iterative adjustment of the composite weights to achieve
a desired response distribution over the training set (e.g. equal correlation peaks) amounts to the Jared-and-Ennis
fSDF-BPOF formulation [191. We did not apply this refinement to our composite BPOF but expect that it would
indeed accomplish its goal if it were applied.

4.3 Composite Transform-ratio TPAF

A TPAF may be viewed as the product of a BPOF pattern and a binary amplitude mask (BAM). The transform-
ratio (TR) technique provides a method of generating the BAM based on thresholding the ratio of power spectra of
the in-class and out-of-class patterns 16). An out-of-class composite power spectrum was formed by the sum of the
spectra of the two background scenes shown in Figure 3. In general more robust combinations would be preferred
to properly statistically represent out-of-class patterns. The in-class spectrum was that of the helicopter composite
image mentioned in the previous subsection, and the 3PtF '"ttern was the composite BPOF also described in th-L
previous subsection. Several choices of TR threshold were tried and the results to be presented (the best obtained)
used a threshold which corresponded to 83.03% of the filter pixels being zeroed.

4.4 Filter-TPAF Formulation

The filter-TPAF (fTPAF) is an extension of the Jared-and-Ennis fSDF-BPOF 1191 to incorporate a BAM i1ll,
and also may be viewed as the composite TR-TPAF described in the previous subsection with the superposition
weights adjusted iteratively to achieve equal correlation peaks over the training set. Note that filter training is done
with clean (zero background) images, so equal peak responses using actual inputs including backgrounds are not
guaranteed. The BAM is determined independently of and prior to the filter design iteration, and in this case the
BAM described in the previous subsection was used. The same It views of the helicopter mentioned in previous
paragraphs were used as the training set.
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4.5 A New Smart TPAF Formulation: the Metric-Sort

The new filter formulation, which we call "metric-sort" or MS for brevity, is an iterative numerical process which
attempts to maximize the classical SNR of a filter constrained to TPAF modulatioa values. A numerical procedure
for solving this problem for the case of additive white noise has been giv~n recently by Kuimnar and Bahri :201 flir
treatment differs from theirs in at least two important ways: (1) we treat any noise specti ,in, removing the reed to
assume white noise, and (2) whereas their algorithm was exact ai . exhaustive (i.e., guaranteed to find the elobal
maximum SNR) ours involves approximations and is subject to trapping to local SNR maxima, depending on ain
assumed starting point. The above comments apply to the case of a single target pattern with additive stochastic
noise. In the work to be reported here we made the further ad hoc extensions of usine a composite target inage
(defined in pre-vious paragraphs) and applying the filter to scenes in which noise was not additive (hecause tarqet
superposition was done on a replacement basis). In addition, our composite noise sample is suispected of not heing
trmly stochastic. Nevertheless we obtained better results for the chosen correlation problem than with any 4 the
other filters discussed above.

The classical SNR metric addressed by our MS procedure is:

SNR = I f S(f)H(f)df 12

f N(f) I H(f) : f'

where f is the (spatial) frequency variable, and S, H. and N are the signal Fourier transform, filter function, and
noise spectrum, respectively. A brief description of our formulation algorithm follows:

1. Assume a starting TPAF pattern, for example a BPOF formed with a particular TLA. and calctulate and
store the corresponding SNR (Eq. 1).

2. For each filter pixel, calculate the differential SNR resulting from switching the pixel to each of the remaining
two allowable filter modulation states (-1, 0, 1). Store the maximum of these two values and the associated new
modulation state.

3. Sort the pixels into descending order of the SNR differentials obtained in step 2.

4. For the top M values on the sorted list, make the ,tsociated pixel modulation state changes and update the
SNR value. If a negative SNR differential is encountered, stop and go to step 6.

5. Go to step 2, except - if an operator-selected maximum number of pixels to he blocked has been exceeded
go to next step.

6. Write the new TPAF filter to a file and end.

Several comments apply to this procedure. First, it clearly has the general nature of a gradient-descent or
hill-climbing algorithm. Thus we expect it to be subject to trapping at local maxima and sensitivity to starting
point assumptions. Second, an ideal implementation would require M = 1, i.e., resorting the differentials after each
single pixel is switched to a new modulation state. This would be extremely compute-intensive, and we suspect not
necessary, provided M is very small compared to the number of filter elements, N. The fractional change in SNR
in response to changing a single element (out of, for example, 16,384 in a 128-by-128 element filter) is very small.
Typically we have used O.0.5N a- the maximum value for M. The reason for the exception in step 5 is that empirical
evidence indica. that filters which optimise SNR are frequently deficient in other metrics such as peak height
(Horner efficiency) or peak width. Wider peaks (i.e., poorer location estimates) and lower efficiency typically are
associated with increased fractions of pixels blocked. Thus we allow for the possibility of stopping the iterations
before convergence to preserve better overall performance, based on the filter designer's judgment.

In the work reported here, five different initial TPAFs were tried as starting points, comprising BPOFs formu-
lated with TLAs of 0, 22.5, 45, 67.5, and 90 degrees. Best overall performance was obtained by stopping iterations
when about 54% of filter elements had been switched to the zero-state. The five resulting filters showed slight vari-
ations but approximately equal overall performance for all TLAs except 90 degrees, which was noticeably inferior.
The filter resulting from a starting TLA of 45 degrees was chosen as representative of best overall performance and
was used in results to be reported.
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Figure 6 presents the P/C performance of the filters, and Figure 7 presents the corresponding correlation peak
energies. The helicopter target image contains 525 pixels of value unity, or a total energy of 525 units which is the
basis for Horner efficiency. Thus full scale in Figure 7 corresponds to a Horner efficiency of 1.43%. The overall
superiority of the MIS filter in terms of combined P/C and Horner efficiency is apparent from examination of these
two figures. Note that the fTPAF exhibits less 'droop" at the end points of the rotation interval, as might be
expected. We expect that iterative adjustment of the composite weights used to train the MS filter could reduce
this droop in the same manner, or the present filter could be viewed ;Ls one providing excellent uniformity over a
reduced interval, e.g., ±8 degrees.

5.2 Discrimination and Sidelobee

Discrimination against the truck and sidelobe levels were evaluated nver the sam~e te-,tina interval.
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Figure 7: Target correlation peak intensity of four TPAF smart filters.

The minimum truck discrimination and maximum sidelohe levels found over the central ±8 degree interval iire
tabulated:

Filter Minimum Truck Maximum
Type Rejection (dB) Sidelobe (dB)-
MIS 3.7 -.
fTPAF 1.6 -1.9
Comp. TR-TPAF 2.2 -1.9
Comp. BPOF 0.8 -0.2

The MIS filter is again generally superior to the other types.

5 3 Interpretation of Simulation Resuts

In these simulations, clearly the MS filter was significantly suiperintr to the other three types of smiart TPAFs rested.
based on overall performance with respect to four metric$. The generality of this retitlt is limited by lhe tise of
only one test background scene, Figure 3 (a), and also by the other Apecific characteristics of the defined problemi
The scope of Athse tests also was limited in that exhaustive design iterations to obtain the best possible exemiplar
of each filter type were not performed. However, prior experience with the fTPAF and TR-TPAF filters initlcatest
that any change in the percentage elements zeroed involves a tradeoff between P/C and Horner efficiency, so that
the likelihood of finding a better overall combination than the filters tested seems low. The possible variations ,f
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MS filter formulation procedure have only been Fparsely explored in this effort. It seems possible that Other 'Iioice

of filter starting point might yield substantially improved results.

The MS filter was tested using the other backgromnd scene, Fig're 3 (b) and exhibited about the sane P C nl
Horner efficiency, but substantially reduced rejection of the (tank) false target (e.g., L-2 dB). We conjecture this is
because the tank looks more like a composite helicopter and/or because the tank image contains more energy.

In one case, TLA = 0, the MS filter was iterated to convergence, resulting in 92.5% of the elements heiig 4et to
the zero-state. This filter exhibited only slightly better P/C than the MS filter used in the above tests, hilthiuogh

uniformity over the ±10 degree testing interval was significantly improved. These improvements were obtained -it
the expense of a 4.3 dB reduction in Homer efficiency, to 0.29%, or a 9.8 dB reduction from the efficiency of the

BPOF. The practical impact of this depends on the specific correlator hardware implementation. It probnhlv till
compares favorably to the efficiency of a classical matched filter.

6. Experimental Correlations

We have obtained initial experimental results with the MS filter for the defined test problem. for helicopter rotn.rons
of -10, -5, 0, 5, and 10 degrees, on the background scene of Figure 3 (a). The experimental correlator used t28-by- t28

Semetex MOSLMs at both input and Fourier planes, and used an optical configuration similar to that previously
reported 18). Normalized intensity plots of the simulation and experimental results for +5 degrees rotation are
shown in Figure 8.

The P/C and sidelobe levels exhibited by the experimental results are tabulated with the simulation predictions:

Rotation Angle P/C (dB) Sidelobe (dB)
(degrees) Memured Simulated Measured Simulated

-10 5.3 3.9 -2.3 -2.5

-5 5.6 5.5 -3.8 -4.6
0 5.9 6.4 -4.1 -5.1
5 6.6 .5.5 -3.2 -5.5

10 5.2 2.7 -0.6 -2.0

Avg. 5.7 4.8 -2.8 -3.9

The tabulated and plotted experimental results are based on captured video images and have been corrected for
a gamma value of 0.7, believed to be appropriate based on careful measurements performed on a different sample
of the same model camera. If the results are not gamma-corrected, the dB measurements in the above table are
reduced to 70% of the tabulated values, i.e, an average P/C of 4.0 dB which is still in reasonable agreement with
the simulation average. Sidelobe levels are already higher than predicted by simulations and would become higher
without gamma correction.

Regardless of possible questions concerning gamma correction, these results clearly enable easy target peak
detection (as can be judged from the figure) and they represent excellent agreement between experiment and
simulation, considering that the correlator has just been asembled and probably can be %djusted for improved
performance.
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7. Conclusions

A new TPAF smart correlation filter formulation, the metric-sort (MS) filter, has been defined .l .iss5 pl hv
computer simulations on a distortion-invariant test problem hbsed on LADAR range imagery. The %IS filter
exhibited overall performance superior to three other 5mart TPAFs, based on four metrics addressittgt light efficieurv
and discrimination.

A simple and ensily implemented preprocessing technique called the "bin-slice" algorithm was developed for
application to LADAR range images to yield binary images suitable for input into optical correlators using binary
input SLMs. A strategy for using this technique in conjunction with a high frame rate correlator zvteml was
suggested.

Experimental results verifying the successful implementation of the developed MS filter were presented

The MS filter formulation is in its initial stages of development and application. Its iesign variations have
only been sparsely investigated. We are investigating techniques to incorporate both specific nontarget shapes and
peak-width constraints in the MS design process.
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abstract

Hybrid (optical/electronic) adaptive correlator (HA C) systems based on rapid sequen-
tial optical correlation are receiving renewed interest for automatic target recognition
(ATR) primarily as a result of recently developed real-time devices and filter formula-
tions which make compact, rugged, high performance systems possible in the near term.
These systems will attack the class discrimination problem through the combined power
of high correlation throughput and 'smart" filter formulations which reduce the number
of filters needed to perform a recognition task in the presence of clutter. Neural net-
work approaches have potential application in several roles as part of a HAC system.
Of particular interest is the concept of on-line adaptation of the filter pattern to main-
tain near-optimum correlation performance despite changes in input scene noise and/or
clutter and target distortions. This paper reports initial results of a simulation study in-
vestigating this concept. The HAC concept and supporting technology developments are
reviewed to provide necessary context.

1 Introduction

The hybrid adaptive 3ptical correlator (HAC), diagrammed in Figure 1, is a leading
candidate to achieve an impressive existence proof for useful optical processors in pat-
tern recognition applications such as automatic target recognition. Research and device
development over the past several years, primarily the combination of magneto-optic
spatial light modulators [1,21 and the binary phase-only filter (BPOF) (3,41 and ternary
phase-amplitude filter (TPAF) [51 concepts have led to the laboratory demonstration of
real-time correlators which prove the feasibility of hybrid correlation concepts [6,7,81.
Systems which can be constructed in the near term based on these concepts will be
capable of performing correlations of 256-by-256 element patterns at rates up to 1000
correlations per second. Each correlation can involve a different input and reference
pattern, the latter being stored in digital memory. Such storage is practical and efficient
due to the reduced information content of BPOF filters; 1000 such filters will fit in four
MB (megabytes) of memory, a rather modest amount with today's digital technology.
Rapid access of BPOF patterns is possible because they are stored in the binary form
directly useable by the filter SLM; no D/A or other type of conversion is required. In
the HAC concept, Figure 1, this real-time optical correlation approach is the basis for
the "rapid sequential optical correlator" module, while the remainder of the system is
envisioned as electronic, thus defining a hybrid system.
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Figure 1: Hybrid Adaptive Correlator Concept Diagram

Neural network approaches have potential application in the HAC architecture in at
least three general (and somewhat overlapping) functional areas:

" Adaptive processing to control HAC operation,

* Post processing to interpret correlation output patterns,

" Adaptive on-line formulation or modification of filter patterns.

In this paper we report initial results of a computer simulation study aimed at assessing
the feasibility of one of many possible concepts in the third area listed - adaptive filter
formulation. We note that work addressing the second area has already been reported
by researchers at the Air Force Institute of Technology [9].

Background on discrete-valued correlation filters (i.e., BPOFs and TPAFs) will be
presented, followed by a description of the relatively simple problem selected for our
initial investigation and the neural network approach used. Preliminary results of this
ongoing effort will be presented and interpreted.

2 Discrete-valued correlation filters

We are concerned with filter patterns to be introduced (modulated, addressed) into the
well known "4-F" coherent optical correlator configuration based on Fourier optics [i01.
In this processor, which uses light amplitude as the analog variable, convolution (or
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correlation) functions are achieved by multiplication of light patterns representing the
Fourier transform of an input pattern by a modulation pattern representing the Fourier
transform of a reference pattern (i.e. filter pattern), followed by another Fourier (or
inverse Fourier) transform, each transform being accomplished with a single lens. For
practical (real-time) operation in a HAC, the filter pattern must be introduced rapidly
using a spatial light modulator (SLM) device. Until recently this was believed impractical
because of the lack of a SLM capable of modulating patterns with complex values, (having
independently varying real and imaginary, or phase and magnitude, components).

In 1984, attractive correlation performance was demonstrated, in simulations, for
filters retaining only the phase component of the reference function transform 111 and,
shortly thereafter, correlation filters quantized to only two phase values, 0 and 7r radians
or modulation levels of-i and +1, were shown to perform well [3,41. Since magneto-optic
SLMs (MOSLM) capable of rapid binary-phase modulation were commercially available,
successful demonstrations of real-time BPOF correlators were soon reported [6,71, and
the potential for the HAC was established.

Ternary phase-amplitude filters use modulation levels of -1, 0, and 1, i.e., a combi-
nation of binary phase and binary amplitude modulation which may be viewed as the
cascade (multiplication) of a binary amplitude mask (BAM) with an existing BPOF
pattern. Formulation of the BAM pattern based on the ratio of target and nontarget
spectral energies can improve discrimination or correlation peak-to-clutter ratios as has
been demonstrated in simulations [51 and experiments [8f. The experimental demonstra-
tion used an easily accessed third state of the MOSLM devices as the zero modulation
state. Thus TPAF filters are a practical reality for use in the HAC.

A primary issue of HAC operation is handling input target distortions while main-
taining good target-vs-nontarget discrimination. Correlation is notoriously distortion
sensitive so that a single filter has no hope of performing well for any problem of prac-
tical complexity, such as automatic target recognition. The HAC architecture has an
inherent strength in attacking this problem: the large bank of (precomputed) correla-
tion filters which can be rapidly accessed. Also, each filter can be designed to optimize
the inherent tradeoff between distortion invariance and discrimination for the particular
application domain. Such filters are called "smart filters."

Smart filters for BPOF and TPAF encoding have been reported (12,13,14] and their
use in the HAC defines a powerful generic pattern recognition approach. Nevertheless,
the ability to adaptively reformulate the filter pattern so as to maintain good filter
performance in response to changing input parameters, such as target distortions and
noise/clutter variations, is very desirable since any system relying solely on a bank of
precomputed filters can be overwhelmed when the complexity of the application exceeds
some limit determined by system filter storage capacity and/or the computations required
to select the proper filters from storage.

In the work reported here, the use of a neural network to adaptively select the band-
pass characteristic of a TPAF is investigated.
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Figure 2: Input scenes with noise levels of (a) 10%, (b) 20%, (c) 40% and (d) 60%.

3 Problem Definition

An initial test problem was defined using binary input scenes as shown in Figure 2. The
target is a hypothetical airplane silhouette and the nontarget is random background noise.
Simulations were performed on a 64-by-64 pixel format. To generate the background
noise, pixels were randomly turned on (set to binary one) with each pixel independently
having a certain probability of being on. This probability was expressed as a percentage
and served as an indication of noise level, The noise level also represents the fraction of
background pixels turned on. Noise levels of 0, 10, 20, 40, and 60% were used in these
studies.

A BPOF was computed for the target using a threshold line angle of 45 degrees [151
and was used as the phase component of all the TPAF patterns investigated. The issue
under investigation in these initial studics is the performance of a neural network in
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Figure 3: Bandpass BAM rings defined in Fourier (filter) plane

establishing the BAM pattern of a TPAF so as to adapt the filter for good peak-to-
clutter performance in response to variations of the input noise level.

In general BAM formulation requires the optimal setting of N2 or 4096 binary values,
implying a neural network having that many binary outputs, which is currently beyond
practical consideration, even in simulations. To reduce problem complexity to a manage-
able, but still meaningful, level the domain of possible BAM patterns was parametrized
using bandpass rings as depicted in Figure 3. In this figure, the square borders define
the Nyquist-limited bandwidth of the processor, assumed to be defined by a 64-by-64
element pixelated input SLM. The four BAM rings are defined by radii having factor-
of-two ratios, i.e., 4, 8, 16, and 32 pixels. Each ring is either on or off (all encompassed
pixels set either to one or zero) and a complete BAM specification simplifies to a four-bit
binary number.

A significant body of "designer wisdom" is available regarding the effects of spatial
frequency bandpass tailoring on correlation performance both from the literature [161
and from observations of many simulations performed in this and other studies. The
primary mechanisms of interest here are the effect of bandpass on two key correlation
performance metrics: peak-to-clutter and peak width. In our studies peak-to-clutter is
defined as the ratio of the energy (intensity) of the properly located maximum correlation
peak pixel to the next highest pixel energy value located outside the correlation peak
region. This region was arbitrarily defined as a 5-by-5 pixel area centered on the peak. In
general, there is a bandpass which optimizes peak-to-clutter for a given target and type
of input noise. This optimization has been analyzed for phase-only filters and Gaussian
zero-mean additive white noise [161 but analytical solutions valid for general noise types
are not available.

Correlation peak width is important because it determines the difficulty of peak
localization, which translates directly to target location estimate accuracy. In general,
peak width is inversely related to filter bandwidth via the uncertainty principle of the
Fourier transform, i.e., narrow peaks require high bandwidth.
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Filter design must deal with the intrinsic tradeoff resulting from the peak-to-clutter
and peak width dependencies on filter bandwidth, i.e., the BAM pattern yielding the
best peak-to-clutter will frequently not be the one yielding the narrowest peak. We
have handled this in our studies by a simple constraint designed to ensure a reasonably
narrow peak - we exclude from consideration BAM patterns in which only the first
(smallest radius) ring is turned on. This is a design choice based on examination of
the correlation peak widths corresponding to different bandpass choices, and a different
choice might be made depending on the relative importances of peak-to-clutter and
localization performance.

To summarize, the goal of the neural network is to provide four binary outputs which
set the on/off status of the four bandpass rings of a BAM (see Figure 3) so as to optimize
peak-to-clutter performance of the resulting TPAF in response to varying amounts of
inpl:t noise, subject to a maximum peak width constraint which excludes one of the 16
possible BAM choices. (One other bam choice, all zeros, is excluded becaube it completely
blocks the signal, leaving 14 allowed BAM patterns.)

4 Neural Network Approach

We now discuss the configuration of a neural network to attack the problem defined in the
previous section. The first major issue is to define the information the network should use
to make its decisions, i.e., to define the network inputs. There are many possible choices,
but we have selected one which is both attractively simple and, we believe, logical, i.e.,
probably includes the requisite information to support a good network choice. The power
spectral energy of an input scene averaged over each of the four BAM rings defined in
Figure 3 comprises a set of four continuous valued features which are easily derived
in real-time by a slight modification of the optical correlator architecture and which
represent a crude power spectrum analysis of the background noise (assuming that the
target subtends a small fraction of the total field of view). The required correlator
modification involves simply inserting a beam splitter after the first Fourier transform
lens to direct the optically derived transform onto a suitable detector array.

We note that noise level variations for the noise model described can be characterized
by only one parameter. Why not make that single parameter the input to the neural
network? If handling noise generated by the particular noise model described was the
only goal of our work, this would be a valid criticism. However, an implicit assumption
of our problem setup is that other types of noise can be handled by the same approach
and that power spectral density features are good candidates as general descriptors of a
wide class of noise types.

Thus the desired neural network has four continuous inputs and four binary outputs.
We selected a three-layer perceptron network with 13 hidden-layer units, trained by
back-propagation [17].

Training and (separate) test sets were defined for the five noise levels mentioned,
including multiple instances of input noise samples at each level above zero. Correlations
were performed using each of the 14 allowed BAM (network output) choices for each of
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Table 1: Selected training set cases

Noise level Band I Band 2 Band 3 Band 4 BAM pattern Peak/Clutter
(% area) energy energy energy energy (binary #) (dB)

10 1.416 0.168 0.093 0.083 1 1 1 1 11.2
10 1.370 0.175 0.090 0.085 1 11 0 11.4
20 1.296 0.229 0.139 0.143 1 1 11 10.5
20 1.294 0.238 0.122 0.146 1 1 1 0 11.2
40 0.859 0.209 0.194 0.210 11 0 0 7.3
40 0.863 0.314 0.184 0.206 1 11 0 6.8
60 0.463 0.198 0.190 0.208 1 1 0 0 5.5
60 0.495 0.256 0.184 0.209 111 10 4.74

33 sample input scenes. For training, two BAM patterns were chosen as desired network
outputs for each input case. Selection of the two BAMs was based on peak-to-clutter
and statistical representation considerations. In all, 35 training set cases were defined,
encompassing five noise levels, 17 different input scenes, and 35 desired BAM output
patterns. The remaining 16 input scenes (plus the zero-noise case) were withheld as a
test set. A selection of training set cases is given in Table 1, in which the variation of
the four input spectral features with noise level is represented.

A complication which must be addressed in formulating a viable training set is that
typically 4 or 5 of the 14 allowed BAMs will provide peak-to-clutter within two dB of
the maximum value for a particular input scene. The straightforward approach is to
represent every BAM within this acceptable near-optimum range in a training set case,
which would result in a training set several times the size we used. Instead we selected
training BAMs with the goal of fairly representing all the different near-optimum BAM
patterns in the training set.

5 Preliminary Results

The network was trained for 1,000 cycles and peak-to-clutter performance was evaluated.
Performance on the training and test tests is summarized in Figure 4. To provide a fair
basis for evaluation, the peak-to-clutter performance of two fixed "designer's choice"
BAM patterns is included in the figure. These are the full-bandwidth filter and the
quarter-bandwidth filter, corresponding to all or only the innermost two BAM rings
being turned on, respectively. Maximum, minimum, and average peak-to-clutter values
are indicated by cross-hatching variations on each bar. Results with zero input noise are
not plotted since "peak-to-clutter" is at best a questionable concept in this case.
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In general an experienced designer might expect the full bandwidth filter to perform
best with little or no input noise and the reduced bandwidth filter to perform better with
higher noise levels, and these trends are seen in the figure, although all filters perform
well with only 10% input noise. The performance of the adaptive filter must be judged
as highly acceptable (i.e., near optimum). It provides peak-to-clutter very close to the
best fixed-BAM filter and/or substantially better than the worst fixed-BAM filter in
every case. Thus it is providing near-optimum performance when compared with the
two designer's choice filters.

It could be argued that the fixed-BAM quarter-bandwidth filter provides better over-
all peak-to-clutter performance than the adaptive filter which then has no apparent
advantage. However, the adaptive filter provides full bandwidth when the noise level is
low enough to do so without sacrificing peak-to-clutter, and this provides narrower peaks
which are preferable for target location estimation purposes.

Although not conveyed by the data presented, examination of the correlations per-
formed with all possible BAM patterns indicates that the full-bandwidth and quarter-
bandwidth BAMs are optimum or near optimum in terms of peak-to-clutter for the 10%
and 60%3o noise levels respectively, and that a gradual transition of bandwidth from full
to quarter as noise increases is a near optimum adaptive behavior. Examination of the
BAM patterns output by the network indicates that it approximates this behavior.

Training was continued to 10,000 cycles with the same training set, resulting in few
changes in the BAM pattern chosen for a given input, and no net improvement of overall
filter performance.

A key issue is whether this adaptive filter approach can be successfully extended to
different forms of noise. Figure 5 gives examples of input scenes containing different levels
of background clutter generated by an Ad Hoc model which randomly positions noise
clumps of randomly variable size. We first wondered how well the network trained only
using the original type of noise would perform on the new type of noise. We found that
the adaptive filter performed reasonably well, providing peak-to-clutter ranging from
8.7 to 2.8 dB over the noise range of 10% to 60% (area coverage) compared with the
absolute-best BAMs (chosen differently for each noise level), whose performance ranged
from 10.99 to 3.98 dB.

6 Conclusion

These initial simulation results indicate promise that neural networks can provide useful
adaptation of TPAF correlation filters, at least for the relatively simple problem ad-
dressed. These preliminary results are based on only a sparse exploration of critical
parameters such as number of hidden units, training set size and representation, and
performance variation with number of training cycles. We plan to extend the investi-
gation to encompass different noise/clutter models (e.g., Figure 5) and a more robust
exploration of the important network parameters.

The problem of adaptation to follow input target distortions is of great interest and
will be addressed in the future. The desirability of adapting more complex filter patterns
is obvious and should be addressed when practical. It is hoped that the techniques learned
with simple problems will be extensible to more complex cases.
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Figure 5: Sample input scenes using a second clutter model for (a) 100%, (b) 20%, (c)
40%, and (d) 60% area noise coverage
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ABSTRACT

Backpropagaontrained neural networks with optical correlation inputs are used to predict target rotation
and to synthesize simplified optical correlation filters for rotated targets.

INTRODUCTION

Optical correlaor designs that use discrete-level Fourier transform filters (binary phase-only or ternary
phase-amplitude) have received recent attention because of their promise for pattern recognition application such as
target recognition (e.g., Flannery and Homer. 1989; Lindell and Flannery, 19891. Neural networks have been
considered (1) for processing correlation peak da=n to improve target detection probability and reduce arors, (2) for
synthesizing simplified correlation filts using correlation peak and input scene datan ud (3) for controUing hybrid
adaptive carelator systems in which correlation filters are changed as the target rotates, scales, or distorts. In
particular, neural networks have been investigated for the on-line adaptation of optical correlation filrs (Flannery,
Guszafson, and Simon, 1989. In tispaper -akprvpagation-trained neural networks are mcceasfuly used to predict
target rotaion angles and to synthesize simplified optical correlation filters for roted targets. Necessary
background information and teminology on discrete-level correlaon filters and adaptive correlation systems is
given in the references cited above.

NEURAL NETWORK PREDICTION OF TARGET ROTATION USING CORRELATION PEAK INPUTS

Figure 1 shows the binary target used in the computer simulain snaies, which were performed with 128
by 128 element arrays. Two correlation eaks were generated, one with no target rotation relative to the filter and
one with target rotation in the range .40 to -40 ° . A ternary phase-amplitude filter (TPAF) consisting of a 450
threshold line angle (TLA) binary phse only filer (BPOF) superimposed on a quarter-bandp ss binary amplitude
mask (BAM) was used [for definition see, e.g., Flannery and Home, 1989; LindeU and Flannery, 1989. Each
correlation peak was sampled by a 5 by 5 element grid centered on the peak. The maximum value of each peak was
nomalized to the value of the maximum peak so that only peak shape and not peak height contained target rotation
information.

A standard bakle papk-rained neural net (Rumeihuat Hinton, and Williams 19861 wa simulated on
the Brainmaker system ftm California Scentific Software. For training the neural net inputs were 50 normalized
element values for two correlation peaks a discussed above, and the output was predicted target rotation. There was
one layer of 150 hidden neurons. Training wu at ? increments, and testing was at angles that bisected these
increments.

Figures 2, 3, and 4 show rotation angle deviation (rotation angle predicted by the neuual net minus actual
romaion angle) versus actual roation angle. For training on either posiuve (0 to ,400) or negative (0 to Ado)
rotation, the predicted rotation has error law than * 2.80 for either training or testing rotation anlea. For training on
both positive and negative rotation this error is typically within ± 50 except for an anomaly at 30 - 350.
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NEURAL NETWORK SYNTHESIS OF REDUCED FORMAT
BPOF FILTERS FOR ROTATED TARGETS

Figure 5 shows a simplified correlation filter formiat used to investigate neural nets for filter synthesis. A
wedge-ring design with 32 regions is employed 4 rings of element radi 5, 9. 18, and 34; B wedges each covering
450. Except for a central D.C. block of radius 3, the simplified filter is formed from a 09 TLA BPOF: target Fourier
transform eemensin each of the 32regions am summed; if thesunmispositive the region has aphase shift of OP.
otherwise it has aphase shift of 180 0. In Figure 5the 0 phase shift regions arewhite, the 18CP regions are grey, and
the D.C. block region is black Note that due to symmetry imposed by the TLA, only 16 regions ame independent.
The border of the figure corresponds to the Nyquist bandwidth defined by sampling of the input scene. Note that the
BPOF is defined only over a limited bandpass, which was established as new-optimum by trial-and-error
simulations.

Figures 6, 7. 8. 9, and 10 show correlation peaks normalized to unit height for various target and filter
rotations. As in the rotation prediction study described above, the neural net inputs are 24 element intensity values
from a 5 by 5 element grid centered on a correlation peak normalized to unit height (excluding the center element
value). However, in this case the goal is to generate a near-optimum filter for a rotated target based on the shape of
the correlatin peak for a baseline filter. Thus the neural net outputs ame 16 binary values that specify the phase
shifts of the 32 BPOF regions (16 of which are independent) of the simplified filter for various target rotations.
Another standard backpropsgation-taiie neural net siuain(rimkrsoftware) was used that hod one
hidden layer of 35 neurons. There were 19 training cases: 22.? to 67.50 in 2.?0 steps of target rotation. All training
cases were represented exactly by the neural net after 78 training cycles ~rsnaia fal1 ae) fe
training the neural net was tested on 10 arbitrarily chosen cases: 23 W.28 .31 .41 0,4"0530 ,540610, and,660.

Figue 11I shows results for correlation peak intensity versus target rotatmo angle. Nowe that dhe simplified
filters rnthesized by the neural net at both the r ainad testing angles were markedly superior to the filter fixed
at 22.5 . Also, the neural-net-synthesized filter at 60 -70 was almost as good, for both training and testing, as the
baseline 22.5 0 filter. The dip in performance near 4? is due to boundary effects and motivated the selectin of 22.?9
as the baseline filter rotation. Performance could be improved by staggering the filter wedges in neighboring rings.
Figure 12 shows results for correlation peak-to-sidelobe ratio (peak intensity divided by maximum peak intensity
outside the 5 by 5 element grid) versus target rotation angle. The same gbod performace as in Figur I1I is
apparent

CONCLUSION

Backpxopagation-trazned neural necworks with optical correlation peak shape ipuits were successfuly used
to predict target roaion and to synthesize smplified optical correlation filters for rotatd targets. These results,
which were obtained withou detailed analysis of optimum neural network or correlaton parameters, indicate that
neural networks might perform well in eother selecting optimum filters or in synthesizing simplified filters for
adaptive optical correloarn with roatend (or scaled, distorted, etc.) target inputs, Obubz directons for future work
include the use of additional wedge-rng regions and the investigation of both mutiple target recogniton and

disrimnatonagainst clutter and noise.
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Figur 1. Target used for computer simulkaon.
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Figure 4. Roation angle predicted by neural net minus atal rotation angle versus actual rotaion angle; training

and testng on positive and negative angles.

Figure 5. Simplified correlauion filter used to investigaze neural nes for filter synebtsis
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Figure 6. Corelmm pcAk womaized to unit height for taget romted 22?and filter rotaed 22.50.

Figure 7. Correlation pea romuized to unit beight for target rotWd 37.?0 m fille romW 2.5
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Figure 8. Correlation peak rmnalized to urni height for target rowaed 37.? and filler rowaed 37.?0.

0
Figure 9. Conrelzi peak rormalized to unit height for taget rowaed 57.? mid fidse rowaed 22.5.



Figure 10. Cormlabon peak normalized to unit height for target rmzed 57.5 0 and filte rotated 57.
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Figure 12. Correlauion pealt-to-sidelobe runo (peak inensity divided by maximum ,Neak intensity outside of 5 by 5
element grid) versus target rotaton angle. Circles: filter fixed at 22.5" and target rotaed at indicated
angles. Square: filter synthesized by neural net at training angles. Triangles: filter synthesized by
neural net at testing angles.
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